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1  Introduction
Forensic dentistry facilitates the identification of a deceased person using both the ante-
mortem and post-mortem dental images [1]. In a crime or natural calamity, proving 
the physical identity becomes a challenging task with the remains of a disguised body. 
Though the DNA and fingerprints are utilized to establish the identity of a person, foren-
sic dentistry plays a better role because the dental remains are durable than the other 
parts and hence it lasts for a long time [2]. Despite durability, the dental forensics is 
more crucial than fingerprints and iris as the shape of teeth may vary due to the aging 
factor. The dental records obtained after post-mortem are in the form of radiograph 
images, panoramic images, bitewing images, or periapical images [3]. The images are 
compared and identified by the general image processing steps that include preprocess-
ing, image enhancement, image segmentation, feature extraction, and classification [4]. 
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The features such as the contour of the teeth crown shape, missing tooth, bridges, and 
distance between the teeth are considered during victim identification. In Dental Biom-
etrics, the information about the tooth, such as contours, shape and size of the dental 
works, relative positions of neighboring teeth and distance between the neighboring 
dental works are also considered [5–9].

Identity of an individual is confirmed by the dentist in accordance with the number 
of matching features. The manual identification requires the preparation of the charts 
for each individual based on the features listed which is a complex task for medical pro-
fessionals. The automated process can compare the records of multiple individuals at a 
time in the case of a large dataset. Feature extraction and matching are considered as the 
key steps in automation of the forensic dentistry applications.

In the feature extraction step, the prominent features including prosthesis, contour, 
and crown shape are extracted from the radiographic dental images. The segmentation 
of images and contour extraction are two important steps in the extraction of appropri-
ate features. In general, the segmentation is performed by the common edge detection 
algorithms that fail in eliminating noise and corrupted pixels from the raw radiographic 
images. The segmentation involves gap valley detection and tooth isolation. In this paper, 
Neumann boundary-based segmentation algorithm is proposed to derive the region on 
interest (ROI). The radiographic segmentation includes fuzzy rule-based probability for 
gap valley detection of the teeth. In feature extraction, both the texture and shape fea-
tures are considered along with the proposed multilevel orientation local ternary pat-
tern extraction algorithm. The texture features are extracted by the application of the 
grey level difference method (GLDM) that helps in the effective extraction of essential 
features. The segmentation and feature extraction methods are not enough to identify a 
human from a large set of data. To have an accurate match, images are retrieved based 
on similarity scores computed between the query image and the images in post-mor-
tem dentistry records. The similarity scores are computed using four different distance 
formulae, namely, Euclidean distance, vector cosine angle distance, Manhattan distance 
and, histogram intersection distance. Finally, the distance measures are applied to the 
image retrieval process to identify appropriate distance that suits for content-based 
image retrieval of dental images.

The Manhattan and Euclidean distance-based similarity score retrieves better match 
of the images. The distance-based retrieval is carried out separately using local ternary 
pattern features, shape features, and the combination of texture and shape features. The 
local ternary pattern is highly robust to the noise and high discrimination capability for 
the accurate extraction of the shape and texture features. The main objectives of the 
research work are:
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1.	 To extract the texture and shape features for optimal retrieval of images by using 
multi-orientation local ternary pattern-based feature extraction algorithm.

2.	 To retrieve the better matching of the images based on the distance-based similarity 
score.

From the experimental analysis, it is observed that the accuracy, precision, recall, and 
F-measure of the proposed method is below 80%, specificity and sensitivity is 80%, with 
the extraction of the shape feature only. By extracting both the shape features and tex-
ture features, the accuracy, precision, recall, F-measure, sensitivity, and specificity are 
above 90%. Hence, the contours of both the ante-mortem and post-mortem radiographs 
are optimized by using both the shape and texture features. The most significant cri-
terion is to identify the distance between the radiographs. To have an accurate match, 
images are retrieved based on the similarity scores computed between the query image 
and the images in the post-mortem dentistry records. The similarity of both radiographs 
is measured based on the distance evaluation. The Manhattan and Euclidean distance 
provided better matching results than the vector cosine angle distance and histogram 
intersection distance.

The paper is organized as follows: Sect. 2 reviews the previous researches on dental 
radiograph images and the segmentation, feature extraction, image retrieval techniques. 
Section 3 explains the proposed research methodology including segmentation, feature 
extraction, and matching. Section 4 describes the experimental setup and Sect. 5 pre-
sents the performance evaluation results. Section 6 concludes the work with the advan-
tages, drawbacks and scope for future enhancement.

2 � Literature review
This section reviews the state-of-the-art approaches for image segmentation, fea-
ture extraction, and image retrieval techniques applied in dental radiographic images. 
The tooth problems are efficiently diagnosed by segmenting the radiograph images of 
teeth. The noise removal and pixel correction is done by the application of the smooth-
ening filter. Otsu’s thresholding technique is suggested to segment the dental images 
and the region of interest is extracted by component analysis. The processed images 
are enhanced using CLAHE based on histogram which improves the segmentation of 
images [1]. The tooth displacement is detected using the 3D models and color images 
which is one of the critical tasks in the dental field. The extraction of location and shape 
information of the teeth is performed using instance segmentation. The instance from 
the teeth images is segmented using a novel object contour refinement technique. The 
images are captured from the mobile and the dataset is trained with the assistance of 
Mask Recurrent Convolutional Neural Networks (R-CNN) [2].
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The isophote characteristics are considered for the identification and extraction of the 
cystic region from the dental images. The extraction is done with the application of the 
fast marching method that works based on the Dijkstra’s algorithm. The shortest dis-
tance from the seed, found out by using the maximum iso-center, is used to extract the 
boundary of the cyst area. Each point is traversed not more than one time to minimize 
time consumption and make the process fast [3]. An active contour model is applied to 
segment the dental images through the efficient extraction of the region of interest. In 
general, edge detection algorithms are applied to extract regions of interest but the accu-
racy is not well defined, which can be resolved by the snake-based approach. The snake-
based approach used in the paper segregates the original image into several sub-images 
in such a way that it satisfies the appropriate conditions [4].

The morphological operators are applied to enhance and segment the dental images 
that are not clear in radiography. The manual method of converting an image to grey 
level, clipping, and cropping of the cyst areas are compared with the ground truth images 
are performed. The morphological operations the image greatly facilitates visualization 
which in turn helps the practitioners to diagnose effectively [10]. In the segmentation 
process, the challenges tasks include the problem of fixing the initial contour and the 
weak image boundaries. The complex geometries in the radiographic dental images can 
be resolved using the level method thereby identifying the exact location. The boundary 
leakage problem is also eliminated on the application of the level method [11]. The mor-
phological operation is integrated with sparse representation classifiers to extract the 
hard tissues from dental images. The local illumination in an image is imbalanced which 
causes the corrupted pixels and noise in an image. The imbalance illumination issue is 
resolved by preprocessing the images. The optimized marker region on the image is con-
sidered in the extraction of hard tissue using the watershed transform [12].

Principal component analysis (PCA) and Discrete Wavelet Transform (DWT) are 
integrated to extract the features from the oral images. The Support Vector Machine 
(SVM) classifier is used to classify the gender of the persons, based on teeth. This 
method of gender classification is rapid and cost-effective with minimum effort [13]. 
The radiograph images are enhanced to detect the infected tooth through cluster-based 
self-organizing maps. Similar patterns of the infected teeth are extracted to make the 
diagnosis effective. The Gaussian filter is applied in the image from which the features 
are extracted for further processing [14]. The caries in the dental radiographic images 
are detected using texture-based feature extraction method along with a multiclass SVM 
classifier. The region of interest is identified using the K-means clustering method used 
for segmentation. The grey level co-occurrence matrix is utilized to extract the texture 
features of an image. These texture-based features resulted in the exact measurements 
of the teeth [15]. The diagnosis of dental caries is carried out based on texture features 
to attain better results. The images are sharpened using Laplacian filter and it is sub-
jected to morphological operations along with adaptive thresholding for segmentation. 
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An integration of grey level co-occurrence matrix and grey level difference method is 
performed to extract the texture features of the teeth [16].

The query images are retrieved based on the discriminative features of an image. The 
texture features are extracted using the local binary pattern (LBP) method which is mod-
ified in such a way that it utilized the four most significant bits of the radiographic image. 
The Euclidean and Manhattan distances are applied to estimate the similarity between 
the query image and the images available in the dataset [17]. The humans are recog-
nized using the missing tooth and artificial teeth from the X-ray images. The processes 
utilized the shape and texture features for effective identification in a rapid manner. The 
shape features are extracted using a mathematical tooth approximation technique that 
outperformed the region-based contour model [18]. The Tamura and color features are 
combined for retrieving the dental images from the database using the content-based 
image retrieval technique. Various levels of the images are identified using different fea-
tures including color moments, histogram and texture. The similarity score between the 
images plays a vital role in the content-based retrieval system, which is computed using 
various distance measures [19]. Pushparaj, Gurunathan, and Arumugam [20] proposed 
skeleton-based measures and contour-based techniques for shape matching in den-
tal radiographs and photographs. Due to better shape matching based on the skeleton 
measures, automated dental identification is achieved with high precision and recall.

3 � Proposed methodology
3.1 � Dental image segmentation

The dental image consists of both maxillary and mandibular teeth which make the iden-
tification process critical. Hence, the radiographic images are segmented to have a single 
tooth in each segmented block, which in turn facilitates the detection of ROI for every 
tooth. Initially, the teeth are segmented row-wise that is lower jaw and upper jaw teeth 
in each row. Further, each row is segmented to isolate each tooth from the neighboring 
teeth. The segmentation includes two basic steps such as gap valley detection and tooth 
isolation as follows.

3.1.1 � Gap valley detection

The gap valley can be identified based on the variation in the intensity of both lower and 
upper jaw images. The pixel intensity values in the ‘X’ axis are summed up together to 
measure the grey level values. The teeth portion of the images has a higher grey level 
value which helps in differentiating it from the tissues in the jaws. While projecting a 
histogram representation of the grey level values of the image, a valley that represents 
the gap of the upper and lower teeth is generated. The fuzzy rule-based probability is 
proposed to identify the gap valleys, as there may be many projections in the histogram 
which look like gap valleys. The enhanced image is transformed as a masked image 
through which a gap valley can be detected. The linear image is converted into sub-
scripts on which the Gaussian distribution probability is applied.
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The histogram consists of ‘n’ number of valleys among which one of them is the gap 
valley which is identified based on the probability computed using Gaussian distributed 
probability as shown in Eq. (1)

(1)P(gd) =
1

√
2πσ 2

e
−(cx−µ)

2σ2 ,



Page 7 of 19Rajmohan and Abdul Khader ﻿EURASIP Journal on Image and Video Processing          (2022) 2022:8 	

where σ is the standard deviation, µ is the mean value of all the pixels and c is the con-
tinuous variable that range from −∞ to + ∞ . The gap valleys will have lower intensity 
values that can be stated as the lower intensities will have a higher probability of being 
a gap valley. The jawbones will have higher intensity values hence it is a hard tissue. The 
probability of gap valley is computed using the equation given in Step 6 of the fuzzy rule-
based probability algorithm. The values initialized manually will lead to a certain error 
that is computed by finding the standard deviation. The probability of gap valley is less 
in the case of a large error value. The images are vertically segregated if the gap of the 
jaws does not lie parallel to the x-axis. The vertical partitioning also resolves the issue 
of inhomogeneous intensities in X-ray. The Gaussian masked image is obtained by the 
application of fuzzy-based probability. The column pixels are assigned as value ‘1’ in case 
of ii ≥ n/4 and ii < n/2 , otherwise marked as ‘0’.

3.1.2 � Tooth isolation

The upper and lower jaw segregation procedure is followed for tooth isolation which is 
done by drawing a boundary line on the row of the teeth. The upper and lower jaws are 
differentiated according to the intensity values. The intensity values of each column in 
an image is summed up together in a vertical axis from top to bottom and bottom to top 
until a gap valley is reached. The gap valleys are formed on the gap between each tooth 
using which the segmentation is carried out. If the sum of intensity values is found to be 
less than the threshold value there is a high probability of a gap between the neighbor-
ing teeth. The procedure of adding intensity values and comparing it with the threshold 
value should be repeated for all the teeth in the upper and lower jaw. The segmentation 
relies based on the image quality where the poor quality of the image may lead to over or 
under segmentation. The under and over-segmentation is resolved by adding and delet-
ing pixels, respectively. The ROI for every tooth is identified based on the segmented 
output. The center point of the rectangular area of ROI is considered as the center of the 
crown which is further utilized for shape feature extraction.

3.2 � Crown extraction

The region of teeth above the jaw is called as crown of the teeth and the invisible portion 
below the jaw is known as the root of the teeth. The ROI identified during segmenta-
tion is segregated into two vertical halves with the center of the crown as a base. The 
pixels are categorized as tooth pixels and background pixels. The crown center is the 
seed point that differentiates both the crown and root area of the teeth. The energy term 
is computed using the Bernoulli Naïve Bayes probability from the seed point. The con-
ditions for boundary predictions are set using the Neumann boundary condition. The 
new energy is estimated based on the neighborhood pixels and compared with the old 
energy, which gives the deviation probability. The contour for the crown of the teeth is 
outlined with the enlarged region. The basic expression for this boundary detection is 
given as:

(2)
∂ϑ

∂t
= |∇ϑ |div

(

∇ϑ

|∇ϑ |

)

.
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Here, ∇ϑ
|∇ϑ | represents the unit normal to a boundary of ε at each seed point and div

(

∇ϑ
|∇ϑ |

)

 

represents the curvature of a Neumann boundary. ε indicates the quasi-isometry.
Initially, the histogram for each gap valley detected image is computed and the param-

eters are initialized for the estimation of Bernoulli naive Bayes probability, which in turn 
identifies the ROI. Depending upon the conditional Bernoulli event model, the distance 
value and the detection probability can be calculated by the following equation:

where τ is the distribution function initial parameter and k is the number of potential 
pixels present in the segmented region surface.

The Neumann boundary condition is updated as shown in equation (*),

Then the Neumann boundary condition can be obtained as a mask region. During each 
iteration, the index, curvature and energy values are updated. Let the index of the mask 
region is id = loc(NB).

The curvature is calculated using,

where n: constant.
∇c : pixel difference at 8-Different direction in angles of 0°, 30°, 45°, 60°, 90°, 120°, 135°, 

180° and the related opposite angles.
The internal and external energy updation are given as:

where m is the size of the image. Thus, the total energy can be estimated as:

The difference of energy updation with respect to time is given by:

(3)d = M(k)− Igap(:),

(4)Prob =
n
∏

k=1

τ
ϑ(k)
k (1− d)ϑ(k),

(5)NB = −k
dProb(0, t)

dx
.

(6)Curvature,
∂c

∂t
= ∇cNB(id)+ n,

(7)Energyin = lim
i→1tom

{

NB(i) if(NB(i) ≤ 0)
0 else

}

,

(8)Energyext = lim
i→1tom

{

NB if(NB(i) > 0)
0 else

}

,

(9)Energy,E =
(

Igap(id)+
∑

Energyin
)

max
((

Igap(id)+
∑

Energyext
)) + α ∗

∂c

∂t
.
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where t represents the time period. The direction is updated as follows:

where PosB , NegB , PosF , NegF , PosR , NegR , PosL,NegL—positive and negative position of 
backward, forward, right and left, respectively.

The contour weight updation is determined by:

where Wti is the segmented contour template path for I = 1 to iteration level and dt is the 
energy updation difference.

3.3 � Feature extraction

The texture and shape features are extracted to detect the ROI from the segmented images. 
The texture and visual properties including brightness, regularity, and coarseness are 
required for effective pattern matching. The multi-orientation based local ternary pattern 
algorithm is proposed to extract the texture features along with the grey level difference 
method (GLDM). The shape features including area, perimeter, and equivalent diameter 
are estimated for the segmented region. The quantitative measurements are obtained by 
manipulating the images using mathematical techniques.

3.4 � Multi‑orientation local ternary pattern‑based feature extraction

The images are converted into patterns using multi-orientation local ternary pattern-based 
feature extraction by comparing the neighboring pixels with the center pixels of the image. 
The pixel similarity is computed using the local ternary pattern in which the slightly var-
ied pixels are grouped. The texture patterns are extracted using the local ternary pattern 
through multiple orientations in a 3 × 3 matrix. It facilitates the identification of macro 
features under the grey-scale transformation of an image. The neighboring pixels undergo 
thresholding with the center pixel value which results in a binary code for each pixel. The 
binary pattern turns out to be ‘1’ if the neighbor pixel value SegI

(

i, j
)

 and the center pixel Ic 
are greater than the computed pattern Sk . The characteristics of the images such as curved 
edges, heap, and flat areas, and spots are identified from the generated binary patterns. The 
neighboring pixels in a specific ROI are interpolated with equal space. For each pixel in 
an image, 8 neighboring pixel values are considered to estimate the similarity score and to 
compare with the threshold value. The local ternary pattern operators are applied at differ-
ent levels and the final output is the combination of different orientations.

(10)dt =
t

max(E)
,

(11)DPos =
√

max
(

Pos2B, Neg2F
)

+max
(

Pos2R, Neg2L
)

,

(12)DNeg =
√

max
(

Neg2B, Pos
2
F

)

+max
(

Neg2R, Pos
2
L

)

,

(13)Wti+1 = Wti − dt ∗
Wti

20 ∗
√

Wt2i + 1
∗ (NB+ dt ∗ E),
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3.4.1 � Grey level difference method

The image points are geometrically related for measuring the texture features from the 
joint gray level histogram of the image. The grey level co-occurrence matrix and grey 
level difference method are similar to each other. The probability density function of the 
grey levels is utilized to obtain the texture features. The original image I(x, y) is sub-
tracted from which the probability density function is computed.

The subtracted image is defined as follows:

where dx and dy are the integer values.
The probability density function obtained from the subtracted images are given below:

(14)sub(p, q) =
∣

∣f (p, q)− f
(

p+ dx, q + dy
)∣

∣,
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The rotational textures are derived from the horizontal and vertical directions as well as 
from 0◦, 45◦, 90◦and135◦.

3.5 � Image retrieval

An ante-mortem query image is provided to retrieve an exact match of the post-mortem 
image. The query image undergoes segmentation and feature extraction to optimize the 
contours of both images. The vital criterion is to identify the distance between the ante-
mortem and post-mortem radiographs.

3.5.1 � Distance matching

According to the number of teeth in the query image, its sub-images are generated from 
the database, which are same as the number of teeth. A feature vector F = {x1, x2, . . . xn} 
is generated by considering the n-dimensions of the image. This facilitates in identifying 
the similarity of two images and the order of images according to their distance. The clos-
est match of a query image can be easily perceived by comparing images with the four dis-
tances namely, Euclidean distance, vector cosine angle distance, Manhattan distance, and 
histogram intersection distance.

3.5.1.1  Euclidean distance  The distance between two points X(m1, n1) and Y (m2, n2) 
using Euclidean distance can be measured as follows:

The Euclidean distance in an n-dimensional points that is X(m1,m2, . . .mn) and 
Y (n1, n2, . . . nn) is modified as:

which can be simplified as

3.5.1.2  Manhattan distance  The Manhattan distance between two points X(m1, n1) and 
Y (m2, n2) is given as:

In n-dimensional aspect, the Manhattan distance is generalized as:

(15)pdf(i, d) = PDF(sub(p, q) = i).

(16)E(X ,Y ) =
√

(m1 −m2)
2 + (n1−n2)

2.

(17)E(X ,Y ) =
√

(m1 − n1)
2 + (m2−n2)

2 + · · · + (mn−nn)
2,

(18)E(X ,Y ) =

√

√

√

√

n
∑

i=1

(mi − ni)
2.

(19)M(X ,Y ) = |(m1 −m2)| + |n1−n2|.

(20)M(X ,Y ) = |(m1 − n1)| + |m2 − n2| + · · · + |mn − nn|,
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3.5.1.3  Vector cosine angle distance  In vector cosine angle distance, Cosθ is considered 
as the vector angle between two vectors A ≡ (a1, a2, . . . an) and B ≡ (b1, b2, . . . bn) . The 
distance is measured as given below:

The simplified formula for vector cosine angle distance can be given as:

The vector cosine angle distance adopts to the usage of multiple features there by com-
bining distance between two images.

3.5.1.4  Histogram intersection distance  The similarity between the query image and the 
image stored in the database computed using histogram intersection distance can be rep-
resented as:

where I is the image stored in database, Q is the query image r, g, b are the primary 
colors red green and blue, respectively.

4 � Experimental setup
The experimentation is performed using two datasets, Dataset A and Dataset B with 
ante-mortem and post-mortem images, respectively. Dataset A is manually collected 
from CSI College of Dental Sciences and Research, Madurai, Tamilnadu. The collected 
dataset from the dental clinic consists of 200 samples of radiograph images. It includes 
20 samples of people with a missing tooth and 20 samples of people with dentures. The 
process of collecting radiographic images of dead persons is critical due to ethical rea-
sons. The consent of the relatives of the dead person and official approval from govern-
ment officials are mandatory for acquisition. Due to the difficulties in the collection of 
post-mortem radiographs Dataset B is constructed manually. Dataset B is generated by 
performing simple morphological operations on the images contained in Dataset A. The 
white space in the sample dataset is given in Fig. 1 shows the presence of missing teeth 
and dentures.

5 � Results and discussion
The images in Table 1 show the input images of 4 samples which are enhanced further. 
The gap valley in the upper and lower jaws is identified. The shape features are utilized 
to segment the teeth. The final teeth shape is extracted using the shape and texture 

(21)M(X ,Y ) =
n

∑

i=1

|mi − ni|.

(22)VCA(A,B) =
∑

i aibi
√

∑

i (ai)
2
√

∑

i (bi)
2
.

(23)VCA(A,B) =
A.B

||A| |B||
.

(24)

HI(Q, I) =
∑

r min(Qr(r), Ir(r))+
∑

g min(Qg

(

g
)

, Ig
(

g
)

)+
∑

b min(Qb(b), Ib(b))

min(Q, I) ∗ 3
,
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features. The segmentation performance is measured in terms of accuracy, precision, 
recall, sensitivity, specificity.

In the segmentation results, the proposed model attained almost 98% for all the sam-
ple images. The sensitivity and specificity are around 99% and 96%, respectively. The 
model resulted in insignificant values of false negative and false-positive rates, thereby 
attaining 98% precision and 99% recall. The portion of the radiograph selected for sub-
jects with a missing tooth is depicted in Fig. 2. Table 2 shows the analysis of victims with 
a missing tooth. The proposed model has achieved almost similar results as for victims 
with normal dental characteristics shown in Table 3. Table 4 depicts the performance of 
the subjects.

The average accuracy is about 98%, whereas specificity and sensitivity are 96% and 
98%, respectively. The false-positive and false negative rates are very minimal hence 
resulting in 99% recall and 98% precision. The performance analysis of local ternary pat-
tern, shape features, and texture features is shown in Figs. 3, 4 and 5, respectively. The 
Manhattan distance, Euclidean distance, vector cosine angle distance and histogram 
intersection distance are utilized to retrieve the images from the database. The accuracy, 
precision, sensitivity, recall, specificity, and F-measure are considered to evaluate the 
image retrieval.

For the features extracted using the local ternary pattern, the Manhattan and Euclid-
ean distance provided better results when compared to vector cosine angle distance and 
histogram intersection distance. The image retrieved only using shape features hinders 
the performance, whereas the shape features along with texture features resulted in bet-
ter accuracy. The Manhattan and Euclidean distance provided an optimal match to the 
query image.

6 � Conclusion and future work
In this paper, the process of human identification using forensic dentistry is automated 
using image processing techniques which has segmentation, feature extraction, and 
image retrieval as three major steps. The fuzzy rule-based probability algorithm is used 
for gap valley detection and the ROI is obtained using Neumann boundary-based Ber-
noulli Naïve Bayes probability. The multi-orientation local ternary pattern-based feature 

Fig. 1  Sample dataset of the dental radiographic images of patients manually collected from a dental clinic
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extraction algorithm is proposed to extract the features that are then integrated with the 
texture and shape features for optimal retrieval of images. The Manhattan and Euclidean 
distance-based similarity score retrieves better match of the images. The distance-based 
retrieval is carried out separately using local ternary pattern features, shape features, 
and the combination of both texture and shape features. The integrated approach has 

Table 1  Sample results of 4 patients from the dataset

Person Subject 1 Subject 2 Subject 3 Subject 4

Input Image

Enhanced 

Image

Gap Valley & 

Tooth Isolation

Teeth Shape 

Iterative 

Process

Binary 

Segmented 

Result

Final Teeth 

Shape 

Extracted
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significant advantages in terms of accuracy, precision, recall, specificity, and sensitiv-
ity. From the experimental analysis, it is observed that the average accuracy and preci-
sion for eight test subjects is 98%, whereas specificity and sensitivity are 96% and 99%, 
respectively. The false-positive and negative values are very low. With the usage of Man-
hattan distance-based similarity metrics, the proposed approach yields maximum accu-
racy of 98.4%, when compared with the histogram intersection distance, Euclidean and 
vector cosine angle distance. In addition, the proposed strategy can be applied to a living 
person who requires identification. However, the local ternary patterns are not invariant 
under the grey-scale transform of the intensity values due to its encoding nature based 
on fixed predefined thresholding. The drawback of the GLCM is its limited capability 
of capturing the texture information at multiple scales. To overcome this limitation, in 
future, deep learning methods are used to automatically identify an individual from the 
PM/AM dental radiographs and to precisely differentiate the valid matches from the 
non-matches in the PM/AM dental radiographs.

Fig. 2  Left portion shows the dental radiograph of subjects with missing tooth and right portion shows the 
intended region selected for the analysis



Page 16 of 19Rajmohan and Abdul Khader ﻿EURASIP Journal on Image and Video Processing          (2022) 2022:8 

Table 2  Sample results of 4 subjects with missing tooth

Person Subject 5 Subject 6 Subject 7 Subject 8

Input Image

Enhanced 

Image

Gap Valley & 

Tooth Isolation

Teeth Shape 

Iterative 

Process

Binary 

Segmented 

Result

Final Teeth 

Shape 

Extracted
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Table 3  Performance analysis for segmentation of subjects

Person Subject 1 Subject 2 Subject 3 Subject 4

Accuracy 98.78 98.73 98.17 98.02

Sensitivity 99.80 99.97 99.81 99.78

Specificity 96.68 95.99 95.14 94.73

Precision 98.41 98.21 97.44 97.26

Recall 99.80 99.97 99.81 99.78

False-positive rate 0.0332 0.0401 0.0486 0.0527

False-negative rate 0.0020 0.0003 0.0019 0.0022

Table 4  Performance analysis for segmentation of subjects with missing tooth

Person Subject 5 Subject 6 Subject 7 Subject 8

Accuracy 98.88 98.97 98.37 97.71

Sensitivity 99.90 99.93 99.75 99.53

Specificity 96.61 96.36 94.03 94.07

Precision 98.50 98.68 98.13 97.09

Recall 99.90 99.93 99.75 99.53

False-positive rate 0.0339 0.0364 0.0597 0.0593

False-negative rate 0.0009 0.0007 0.0025 0.0047
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Fig. 3  Comparative feature extraction analysis of accuracy, specificity, precision, recall, recall, sensitivity and 
F-measure of Manhattan, Euclidean, vector cosine angle and histogram intersection distances
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