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Abstract

Methods using salient facial patches (SFPs) play a significant role in research on facial
expression recognition. However, most SFP methods use only frontal face images or
videos for recognition, and they do not consider head position variations. We
contend that SFP can be an effective approach for recognizing facial expressions
under different head rotations. Accordingly, we propose an algorithm, called profile
salient facial patches (PSFP), to achieve this objective. First, to detect facial landmarks
and estimate head poses from profile face images, a tree-structured part model is
used for pose-free landmark localization. Second, to obtain the salient facial patches
from profile face images, the facial patches are selected using the detected facial
landmarks while avoiding their overlap or the transcending of the actual face range.
To analyze the PSFP recognition performance, three classical approaches for local
feature extraction, specifically the histogram of oriented gradients (HOG), local binary
pattern, and Gabor, were applied to extract profile facial expression features.
Experimental results on the Radboud Faces Database show that PSFP with HOG
features can achieve higher accuracies under most head rotations.
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1 Introduction
The problem of determining how to use face information in human–computer inter-
action has been investigated for several years. An increasing number of applications

that employ facial recognition technology have emerged. However, current studies on
facial expression recognition have yet to be fully and practically applied. Variations in

head pose constitute one of the main challenges in the automatic recognition of facial

expressions [1]. This problem arises when inadvertent or deliberate occlusions occur,
which can obstruct nearly half of the face under large head pose changes. Automatic-

ally analyzing facial expressions from the pose-free human face is required to establish
a technological framework for further research.

Recognition of profile facial expressions was first achieved by Pantic et al. [2]. They
used particle filtering to track 15 facial landmarks in a sequence of face profiles, and

an 87% recognition rate was achieved. Although only� 90° face image sequences were

used as experimental data, their work inspired further research. Hu et al. [3] are cred-
ited to be first to have researched the recognition of multi-view facial expressions.
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Their experimental data included an increased number of subjects (100), six emotions
with four intensity levels, and five viewing angles (0°, 30°, 45°, 60°, and 90°). The authors

first calculated the geometric features of the facial components and then exploited five
classifiers to recognize emotion features. Experimental results demonstrated that good

recognition can be achieved on profile face images.

Moreover, Dapogny et al. [4] used spatio-temporal features to recognize facial expres-
sions under head pose variations in videos. Zheng et al. [5] used additional head varia-

tions for face images and proposed a discriminant analysis algorithm to recognize facial
expressions from pose-free face images. They chose 100 subjects from the BU-3DFE

database [6]. The experimental results demonstrated that their algorithm could achieve
satisfactory performance on subjects with a head pose under yaw or pitch. However,

the face images with large pose variations yielded the lowest average recognition rate.

Wu et al. [7] proposed a model called the locality-constrained linear coding-based bi-
layer model. The head poses are estimated in the first layer. Then, the facial expression

features are extracted using the corresponding view-dependent model in the second
layer. This model improved recognition on face images with large pose variations. Lai

et al. [8] presented a multi-task generative adversarial network to solve the problem of

emotion recognition under large head pose variations. Mao et al. [9] considered the re-
lationships between head poses and proposed a pose-based hierarchical Bayesian-

themed model. Jampour et al. [10] found that linear or nonlinear local mapping
methods provide more reasonable results for multi-pose facial expression recognition

than global mapping methods.

Despite the above advancements in constructing models or functions for mapping
the relationship between frontal and non-frontal face images, the feature point move-

ments and texture variations are considerably more complex under head pose varia-
tions and identity biases. An effective feature extraction method is thus necessary for

recognizing non-frontal facial expressions. Recently, a method based on salient facial
patches, which seeks salient facial patches from the human face and extracts facial ex-

pression features from these patches, has played a significant role in emotion recogni-

tion [11–19]. In this method, select facial patches (e.g., eyebrows, eyes, cheeks, and
mouth) are considered the key regions of face images, and the discriminative features

are extracted from salient regions. The extracted features are instrumental in distin-
guishing one expression from another. Furthermore, the salient facial patches foster fa-

vorable conditions for non-frontal facial expression recognition. We therefore propose

an algorithm based on salient facial patches that recognizes facial expressions from
non-frontal face images. This method, called profile salient facial patches (PSFP), de-

tects salient facial patches from non-frontal face images and recognizes facial expres-
sions from these patches.

The remainder of this paper is organized as follows. Related work is described in the

second section, and the details of PSFP are presented in the Method section. The de-
sign and analysis of experiments that validate the proposed approach are described in

the Results and discussion section. Finally, conclusions are provided in the last section.

2 Related work
Sabu and Mathai [11] were the first to investigate the importance of algorithms
based on salient facial patches for facial expression recognition. They found that,
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to date, the most accurate, efficient, and reproducible system for facial expression
recognition using salient facial patches was designed by Happy and Routray [12].

However, the salient regions can vary in different facial expressions and result in
face deformation. Chitta and Sajjan [13] found that the most effective salient facial

patches are located mainly in the lower half of the face. Thus, they reduced the sa-

lient region and extracted the emotion features from the lower face. However, their
algorithm did not achieve high recognition rates in experiments. Zhang et al. [14]

used a sparse group lasso scheme to explore the most salient patches for each fa-
cial expression, and they combined these patches into the final features for emo-

tion recognition. They achieved an average recognition rate of 95.33% on the CK+
database. Wen et al. [15] used a convolutional neural network (CNN) [20] to train

the salient facial patches on face images. A secondary voting mechanism trains the

CNN to determine the final categories of test images. Sun et al. [16] presented a
CNN that uses a visual attention mechanism and can be applied for facial expres-

sion recognition. This mechanism focuses on local areas of face images and deter-
mines the importance of each region. In particular, whole face images with

different poses are used for CNN training. Yi et al. [17] expanded the salient facial

patches from static images to video sequences. They used 24 feature points to
show the deformation in facial geometrythroughout the entire face. Yao et al. [18]

presented a deep neural network classifier that can capture pose-variant expression
features from depth patches and recognize non-frontal expressions. Barman and

Dutta [19] used an active appearance model [21] to detect the salient facial land-

marks, whose connections form triangles that can be deemed salient facial regions.
The geometric features are extractedfrom the face for emotion recognition.

Given the above background, the following commonalities in facial expression recog-
nition are identified:

1. Most existing methods are used on frontal face images.
2. There are three main components of salient facial regions: eyes, nose, and lips.

3. The appearances or texture features are crucial for recognizing facial expressions.

We contend that the salient facial patches method should be applied for both
frontal and non-frontal facial expressionrecognition. Inspired by the method of

Happy et al. [12], we designed PSFP for non-frontalfacial expression recognition.
Unlike previous non-frontal facial expression recognition methods, this method em-

ploys salient facial patches, which are composed mainly of the facial components

that provide ample facial expression information under head pose variations. Thus,
it can extract many appearance or texture features under these variations and iden-

tity biases. Furthermore, PSFP does not require the construction of a complex
model for multi-pose facial expression classification. The PSFP details are pre-

sented in the following sections.

3 Method
There are three main steps in the non-frontal facial expression recognition system: face
detection, feature extraction, and feature classification. The accurate detection of facial

landmarks can improve the localization of salient facial patches on the non-frontal face

images. Therefore, localization of fiducial facial points and estimation of the head pose
are essential steps for identifying the salient facial patches. The head pose may be a
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combination of different directions in a three-dimensional space. If the face detection
method cannot obtain adequate information regarding the head rotations, the facial ex-

pression recognition rate will be low. In the methods of Jin and Tan [22], the tree-
structured part model employs a unified framework to detect the human face and esti-

mate head variations. This approach is highly suitable for non-frontal facial expression

recognition. Thus, we adopt Yu et al.’s method [23] in our system for face detection
and head pose estimation. Because this algorithm can estimate the head poses in pitch,

yaw, and roll directions, it is adequate to detect the head poses and positions of human
faces.

3.1 Face detection

To simultaneously detect the human face and track facial feature points, Yu et al. [23]
presented a united framework. They define a“part” at each facial landmark and use

global mixtures to model topological changes due to viewpoint variations. The different
mixtures of the tree-structured model employ a shared pool of part templates,V. For

each viewpointi, i � (1, 2,� , M), they define N-node treeTi = (Vi,Ei), Vi � V. The con-

nection between the two parts forms an edge inEi. There are two main steps in their
framework:

(1) Initialization. For each viewpointi, the measuring of landmark configuration

s= (s1, s2, ,sN) is defined by scoring functionf:

f i I ; sð Þ …
X

j� V i

qi I ; sj
� �

þ
X

j;kð Þ� Ei

gi sj; sk
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s� … arg maxi� 1;2;� ;Mð Þ f i I ; sð Þ
ð1Þ

where the first term uses local patch appearance evaluation functionqiðI ; sjÞ … hwiq
j

; � iq
j ðI ; sjÞi , which indicates whether a facial landmarksj = (xj, yj), j � (1, 2,� ,

N) may occur at the aligned position in face imageI. The second term uses shape

deformation costgiðsj; skÞ … hwig
jk ; � ig

jkðsj; skÞi , which maintains the balance of the

relative locations of neighboring facial landmarkssjand sk. wiq
j denotes the weight

vector convolving the feature descriptor of patch j; � iq
j ðI ; sjÞ . wig

jk are the weights

controlling the shape displacement function, which is defined as� ig
jkðsj; skÞ … ðdx;

dy; dx2; dy2Þ; ðdx; dyÞ … sk� sj . The largest score may provide the most likely

localization of the landmarks. Thus, the landmark positions can be obtained by

maximizing scoring functionf in Eq. 1. A group sparse learning algorithm [24] can
be used to select the most salient weights, thereby forming a new tree.

(2) Localization. Once the initial facial landmarks,s, have been detected,

Procrustes analysis is employed to project the 3D reference shape model onto

a 2D face image.s … sþ Q � u represents face shapes by mean shapesand a
linear combination of selected shape basisQ, and u is the coefficient vector.
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Hence, the relationship is established between any two points in 3D space in
Eq. 2.

sj … a � R� sþ T ð2Þ

wheresj is one of the defined landmarks,a denotes a scaling factor,R represents a rota-
tion matrix, and T is the shift vector. The problem is to find such parameter,P … fa; R

; u; Tg, to map the 3D reference shape to a fitted shape that best depicts the faces in an
image.

Based on this probabilistic model, a two-step cascaded deformable shape model [23]
is proposed to refine the facial landmark locations.

s� … arg max
s

p sj vi … 1f gN
1 ; I

� �
ð3Þ
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P
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In Eq. 3, vector v = {v1,…,vN} indicates the likelihood of alignment in face imageI.

Here, v = 1 indicates that the facial landmarks are well aligned, andv = 0 indicates the
opposite. Thus, Eq.3 aims to maximize the likelihood of an alignment. Then, the

Bayesian rule is used to derive Eq.4. Hence, in Eq.5, we know that parameterP can

determine 3D shape models, pðPÞ … pðsÞ. We suppose thatpðPÞ obeys the Gaussian

distribution. In addition, logistic regression is used to represent the likelihood,pðvi … 1

jsi ; IÞ … 1
expðϑφþbÞ , where � is the local binary pattern (LBP) feature of facial landmark

patch i, and parametersϑ and b represent two regression weights that are trained from

collected positive and negative samples.
Finally, the landmarks can be tracked and presented assi = (xi, yi), i = 1, 2,…, 66. The

locations of the landmarks for an image, such as that shown in Fig.1a can be depicted
as in Fig.1b

Fig. 1 Framework for automated extraction of salient facial patches.a Face image from RaFD database [25].
b Sixty-six facial landmarks detected using Yu et al.’s method [23]. c Points of lip corners and eyebrows.d
Locations of the salient facial patches
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feature dimensionality should be set to a value that is as small as possible while main-

taining good performance.

4.5.3 Comparison with the Happy et al. SFP method

To recreate the experimental conditions of Happy et al., the LBP and linear discrimin-

ant analysis (LDA) methods were used for feature extraction, and support vector ma-
chine (SVM) was used for classification. The results are shown in Figs.9 and 10. When

LBP parametersP and R are respectively equal to 8 and 1, the PSFP accuracy is higher

than that of the Happy et al. SFP method. This finding demonstrates that the PSFP
method can also outperform SFP for frontal facial expression recognition.

Fig. 7 Accuracy of person-dependent facial expression recognition according to feature dimensionality

Fig. 8 Accuracy of person-independent facial expression recognition according to feature dimensionality
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