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Abstract

The feature extraction technique is applied on least enclosing rectangle (LER) of the
segmented object to increase the processing speed. The main intuition of this salp
swarm algorithm relays on reducing the computational load of the proposed classifier by
removing the repetitive and unrelated features from the feature vector. Also, increased
training samples of similarly shaped classes when applied on the classifier can generate
the misclassification results. Thus, a new layered kernel-based support vector machine (k-
SVM) classifier is developed by means of integrating the k-neural network classifier and
layered SVM classifier. Because of the high dimensional features, a difficulty occurs in the
application of a single classifier. In order to ease the computational load, this multi
classifier is integrated with a shadow elimination technique to classify the object
categories of intelligent transportations system such as motorcycles, bicycles, cars, and
pedestrians.

Keywords: Image segmentation, Object classification, Feature extraction, Subtraction
techniques, Image detection

1 Introduction
In current trend, intelligent transport system has received more attention in the re-

search and commerce area. Smarter transportation system is generated through min-

imizing crowding, accident, and injury. To enhance the reliability, efficiency, and safety

of transportation subsystem further, an improved transportation system management

technique was developed. Presently, the intelligent transportation system is managed

effectively, using one of the key technologies called wireless traffic video surveillance

system. However, tasks such as vehicle detection, vehicle tracking, vehicle classification,

and vehicle recognition are considered to be significant factors in the design of efficient

traffic video surveillance system [1–3]. The first step invoked to develop a traffic video

surveillance system is that designing an automated vehicle detection process. Essen-

tially, this can be achieved by extracting necessary details about moving vehicles and

applying these details for correct classification and recognition. Traffic conditions can
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be monitored and analyzed accurately by means of classifying moving objects into cat-

egories such as bicycles, motorcycles, pedestrians, and cars. Also, these categories sup-

port a lot in accurate analysis of traffic conditions and retrieval of an object from the

video frames. In general, the performance of an overall classification system is affected

with two significant factors such as feature extraction from candidate objects and the

classifier model. From the past decades, many studies have been proposed for the de-

tection of intelligent transportation application categories, namely, cars, bicycles, mo-

torcycles, and pedestrians [4–10]. In the last decade, extensive research has been done

on moving object detection and tracking. Difficulty in object tracking was observed

during unstructured objects structure and cameras, scenes, sudden movements of ob-

jects, and quick object changes. However, detecting the object from the video sequence

and also tracking the object remains a challenge for researches. Histograms of oriented

gradients (HoG), local binary patterns (LBP), Haar-like features, and Haar wavelets are

the common features included in [5]. In previous works of [11, 12] two sets of feature de-

scriptors HoG-LBP combination incurs the goodness of each feature descriptor; hence,

the detection performance is highly improved. However, computational loads in the clas-

sifier and feature dimension cost are increased with this HoG-LBP combination. In order

to rectify all these issues, a new automatic moving object segmentation and classification

system is proposed. This novel approach includes a new feature descriptor, feature selec-

tion using a new optimization algorithm, and a new layered k-SVM classifier incorporat-

ing the shadow elimination technique which reduces the complexity effectively.

The purpose of this paper can be described in Section 1. The use of LER of a seg-

mented object reduced the time consumption while on extracting the high dimensional

feature descriptors such as the LBP and HoG. The use of a new layered k-SVM classi-

fier and shadow elimination (SE) technique increases the classification accuracy. Apply-

ing the classification technique alone to a segmented object reduces the processing

time and makes them feasible for performing real-time operations. Section 2 explains

the proposed method including its design idea and practical implementation approach.

Section 3 provides experimental results where the effectiveness of the proposed work is

compared to the existing methods. Finally, Section 4 concludes this paper by summar-

izing our results, significance, and future possibilities of the work.

2 Methodology
To develop a new automatic moving object segmentation and classification system

from the level-1 and level-2 sub bands, the local shape (LoS) and the HoG features are

extracted. These extracted features are then fused at the feature-level fusion using salp

swarm optimization (FFSSO) algorithm. For convenience, the fused features are now

called w-LoSHoG descriptor hereafter. The proposed research work focuses on the

construction of integrated moving object detection. Also, it is focused on the classifica-

tion of system for better discrimination of real-time applications (i.e., intelligent trans-

portation systems and human motion capture) is shown in Fig. 1.

2.1 Construction of LER window

Initially, the RGB color space incorporating the shadow elimination is considered to

implement the proposed object segmentation technique. Five basic steps of this process
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are as follows: At first, moving pixels are identified through determining the frame dif-

ference between the current and the previous frames. Secondly, the composing pixels

are updated for the registered background regions. Thirdly, the moving objects from

the background region are distinguished effectively by following the background differ-

ence calculation. Beyond the color-based modifications used in gray images, the initial

three aforesaid steps of the proposed object segmentation technique also characterize

the new function for registering a new object as a background region. Further, shadow

effect of the segmented object is reduced in the fourth step. Ultimately, in the fifth step,

vertical and horizontal histograms for the segmented image are determined to obtain

the position of the LER window of an object. However, after a perfect segmentation of

an object, its complete LER window is acquired. Subsequently, a tracking algorithm is

employed to obtain the LER window of the moving object.

2.2 Preprocessing

In this work, to better distinguish the features among the four classes of moving objects

(i.e., pedestrians, cars, bicycles, and motorcycles), a weight mask for a LER window is

introduced.

Fig. 1 Block diagram of the proposed approach
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2.3 Feature extraction

In the feature extraction step, local shape (LoS) and HoG features are extracted

effectively.

2.4 Feature selection using BSSA

In this approach, all solutions are constrained to the binary values [0, 1]. Further, opti-

mal features are selected from each video frame through defining a solution as a one-

dimensional vector (i.e., each cell having 0 and 1 values). Based on the number of w-

LoSHoG features in a video frame, the length of the vector is defined. Value 1 indicates

that the feature is selected; otherwise, the feature is not selected with value 0. These se-

lected optimal features are sent to the new layered k-SVM classifier for object

classification.

2.5 Layered K-SVM classifier with SE technique

In order to classify four classes of the moving objects such as cars, bicycles, motorcy-

cles, and pedestrians, a newly developed layered k-SVM classifier is employed. Further,

two classification stages are introduced in this classification. Initially, in the two-

wheeled objects class, the bicycles and motorcycles are assigned due to their shape

similarity. Basically, the LER window of an object is resized to obtain an accurate fea-

ture dimension while classifying the objects having different sizes. To the width and

length of the LER window, the scaling factor is applied; thus, the maximum size of a

rescaled LER (RLER) window obtained is 128 × 62. In case the original window of an

object satisfied this constraint, then it is not necessary to perform resizing. Next, if de-

termined that the classified object in the RLER window belongs to a two-wheeled ob-

ject class, then, again, classification is performed to distinguish the object into a

motorcycle or bicycle. However, the SE technique is incorporated with this classifier to

classify three classes of objects in the initial stage itself. In other words, the SE tech-

nique can reduce the shadow effects on the segmented object. In this section, SE tech-

nique is used as a clue to distinguish the moving objects as fast as possible, instead of

applying SE technique for segmenting the moving object, before classification. For in-

stance, large shadow areas are generated by the cars than the motorcycles, and based

on the shadow effect, it is easier to identify the moving object whether it is a bicycle or

motorcycle. Further, the proposed multi-SVM classifier is trained using 2 N training

samples. The output generated by the proposed multi-SVM classifier is lower than zero

on testing, and then the object is recognized as a bicycle; otherwise, it is classified as a

motorcycle (i.e., output > 0).

3 Results and discussions
This section detailed the experimental outcomes and performance analysis of the pro-

posed approaches.

3.1 Experimental setup

The performance of the proposed approaches is tested using the objects segmented

from four videos under various scenes. Implementation is done using MATLAB. The

experimental results are evaluated and performance is analyzed using the parameters,
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like true positive rate (TPR), false positive rate (FPR), precision (P), recall (R), and ac-

curacy (A). The pixel values for the size of each captured image in the video are fixed

to 740 × 480. However, if the length or width of the object in captured image is smaller

than 15 pixels, then they are difficult to distinguish. Furthermore, in this work, it is im-

portant to perform feature extraction process using the pixels of the object in an image;

therefore, the width/length of the object in captured image should be large enough.

Also, the number of interested pixels m̂ in an LER window was fixed to 18 as minimum

pixels. Ultimately, the performances of several conventional features are used to analyze

the classification performance and dimensionality reduction of the proposed FFSSO

optimization approach and multi k-SVM classifier.

3.2 Framework validation

In this work, the pedestrian, car, bicycle, and motorcycle classes include M number of

training samples to train the proposed multi k-SVM classifier. The M number of train-

ing samples for each class was fixed to 2000. Figure 2 depicts the training samples col-

lected for each class under different scenes.

Further, the LER windows of the moving objects and the scenes of the four test vid-

eos which are different from the training video are shown in Fig. 3a–d. The four videos

are taken under the duration 1550 s, 1450 s, 1807 s, and 1365 s. Different backgrounds

can be observed in these four videos and moving objects are captured from side-to-side

view of the image. Using the proposed segmentation approach, the number of seg-

mented objects selected from these four videos were 1323, 1244, 988, and 300, respect-

ively. The proposed classification approach is tested using these segmented objects.

Using the update and background registration step, the background registered in differ-

ent frames is depicted. In case the object remains stable for a certain period of time,

then their background is registered as a new background.

Using the frame difference technique, the movement of the object is identified as

soon as the object starts moving. Then, the background is registered as a new back-

ground region. It is possible to identify that the two different objects, namely, pedes-

trian and bicycle are entering into the scene at the same time. In this case, the bicycle

is occluded by a pedestrian. Initially, a pedestrian alone is covered by the LER window.

However, when segmentation approach is used, the bicycle is segmented soon after the

occlusion vanished and also a new LER window is created (indicated in second and

third columns).

3.3 Evaluation metrics

In order to reveal the performance of proposed approaches, the evaluation metrics such

as true positive rate (TPR), false positive rate (FPR), precision (P), recall (R), and accur-

acy (A) were adopted and they are defined in Eqs. 1, 2, 3, 4 and 5.

False positive rate FPRð Þ ¼ FP
TNþ FPð Þ ð1Þ

True positive rate TPRð Þ ¼ TP
FNþ TPð Þ ð2Þ

Precision Pð Þ ¼ TP
FPþ TPð Þ ð3Þ
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Recall Rð Þ ¼ TP
FNþ TPð Þ ð4Þ

Accuracy Að Þ ¼ TNþ TP
TNþ TPþ FPþ FNð Þ ð5Þ

Here, TP indicates the total number of true positive pixels, TN denotes the total

number of negative pixels, FP indicates the total number of false positive pixels, and

FN denotes the total number of false negative pixels and so on. Precision defines the

percentage of all identified pixels corresponding to the moving object. Recall defines

the percentage of all pixels corresponding to moving object which is correctly identi-

fied. Accuracy defines the percentage of all pixels in RLER window which is correctly

rejected and detected. To accurately detect the objects in the background, the value of

precision, recall, TPR, and accuracy should be high and at the same time, the value of

FPR should be low.

Fig. 2 Training samples collected for each class in different scenes
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Fig. 3 Classification results of test videos. a Video-I. b Video-II. c Video-III. d Video-IV
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Fig. 4 a–e Performance of classifiers
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3.4 Comparison with conventional classifiers

Here, TP indicates The performance of automatic moving object classification system

(i.e., multi k-SVM with salp swarm algorithm (multi k-SVM + SSA)) is analyzed by

comparing the efficiency of hybrid classifiers such as convolutional neural network and

genetic algorithm (CNN + GA), feed-forward neural with Bayesian classifier (FFN +

BC), and conventional neural network with back propagation algorithm (CNN + BP).

The performance of the proposed system is analyzed by increasing the training data.

Figure 4a–e depicts the TPR, FPR, precision (P), recall (R), and accuracy (A) of the pro-

posed system on moving object classification.

For increasing the training data, the proposed classification system achieved better

performance than the other hybrid classifiers. This goodness is observed because the

multi k-SVM classifier is developed by integrating the k-NN and the SVM classifiers.

For achieving multi-classification, k-NN classifier is the best choice because it performs

classification wholly based on the distance among the training data and test sample.

Further, in this work, the high dimensional features are extracted using the newly de-

veloped w-LoSHoG feature descriptor where the SVM classifier has the ability to be-

have better on the high dimensional data. Due to this advantage, the two classifiers

namely k-NN and SVM are integrated to develop the layered k-SVM classifier. Also,

the SE technique is incorporated with this developed classifier to avoid misclassification

of the similar training samples having similar images.

4 Conclusion
In this module, an effective moving object segmentation and classification approaches

were presented. Initially, the projection-based segmentation method was proposed for

object segmentation. The LoS and HoG features are extracted from the segmented ob-

ject using Haar DWT feature extraction process. A new feature descriptor called w-

LoSHoG was developed by FFSSO optimization approach. The salp swarm algorithm

(SSA) was imposed to find an optimal weight score to fuse the extracted LoS and HoG

features; hence, the dimensionality issue and increase in processing time was gradually

decreased. Finally, a new multi k-SVM classifier was developed by means of integrating

the k-neural network classifier and layered SVM classifier. In order to ease the compu-

tational load, this multi classifier has been developed to classify the object categories of

intelligent transportation systems such as motorcycles, bicycles, cars, and pedestrians.

The experimental results proved the effectiveness of the proposed methods when com-

pared to other existing conventional single and hybrid classifiers in terms of TPR, FPR,

precision rate, recall rate, and accuracy

As a future work, degradation of video frames can be reduced by means of using im-

proved lossless video surveillance techniques. Moreover, instead of doing classification

with large objects, small-sized objects and its shadow can be applied as an input for

classification.
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