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algorithm for single medical image based
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Abstract

Medical images are blurred and noised due to various reasons in the acquirement, transmission and storage. In order
to improve the restoration quality of medical images, a regular super-resolution restoration algorithm based on fuzzy
similarity fusion is proposed. Based on maintained similarity in multiple scales, the fused similarity of the medical
images is computed by fuzzy similarity fusion. First, fuzzy similarity is determined by the regional features. The images
with certain similarity are obtained according to the maximum value, and the fused image is obtained by all obvious
regional features. Then, an adaptive regularized restoration algorithm is employed. In order to ensure the objective
function has a global optimal solution, regularized parameters of the global minimum solution of nonlinear function
are solved iteratively. Finally, experimental results show that mean square error (MSE) and peak signal-to-noise ratio
(PSNR) of the restored image are visibly improved. The restored image also has an obvious improvement in the burr of
local edge. Moreover, the algorithm has good stability with significantly enhanced PSNR.
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1 Introduction
In clinical practice, imaging is widely used in medical
diagnosis and treatment because of its high safety and
strong real-time performance. With the rapid develop-
ment of medical technology, a large number of high-
resolution images have emerged, such as computed tom-
ography (CT), positron emission tomography (PET),
magnetic resonance imaging (MRI), diffuse weighted im-
aging (DEI), single photon emission computed tomog-
raphy (SPECT), etc. These imaging techniques provide a
variety of functional and anatomical information at dif-
ferent spatial and temporal resolutions [1]. All these
kinds of medical images with super-resolution play an
important role in life science research, medical diagnosis
and clinical treatment. Therefore, super-resolution res-
toration improves the resolution of medical images, real-
izes the detection and recognition of more subtle

lesions, and assists doctors to provide more accurate in-
formation for reducing the misdiagnosis rate.
However, original medical images are far from these re-

quirements. Therefore, it is of great significance to recover
the acquired image, which plays an important role in
image recognition, detection and classification. Obtaining
satisfied high-resolution images by improving physical
hardware is difficult and expensive. Therefore, the restor-
ation technology that improves the image resolution
through software has become a research hotspot [2].
For restoration of single image with traditional

methods, since only one input image is utilized, the en-
hancement of restoration and resolution is greatly lim-
ited [3]. Therefore, current research focuses on super-
resolution image restoration based on sequence images
by assuming that imaging conditions (light, lens focal
length, etc.) at different times are identical with no
major change in an one-time application (such as large
deformation, occlusion) [4]. However, the registration
accuracy, which is the key to super-resolution recovery
by using sequence images, is affected heavily because
these conditions are difficult to fully satisfy. Super-
Resolution (SR) refers to recover a high-resolution image
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(HR) with a richer detail from low-resolution image
(Lower Resolution, LR) with multi-frames, and it soon
becomes a hotspot in medical imaging [5]. The SR tech-
nique is based on some prior knowledge of image deg-
radation, which is degraded to classic image restoration
when the impulse response of the system (the point
spread function) is known. However, in most cases, the
point spread function is difficult to determine. In this
way, super-resolution image restoration extracts the deg-
radation information from the observed image in a spe-
cific way to find out image restoration method.
Current research of the super-resolution has made

some achievements in image restoration algorithms.
However, its application range has certain limitations.
Jeong et al. assumed that the Point Spread Function
(PSF) was a circle and used a cyclic square matrix as the
degenerate matrix to use fuzzy system in super-
resolution image estimation [6]. Their method is an iter-
ation which identifies PSD and estimate real image itera-
tively. In the iteration, they set one in PSD and real
image to a known result when the other is estimating by
generalized crossover criteria. Meantime, Alqadah et al.
effectively dealt PSF with the Linear Spatial Invariant
(LSI) fuzzy conditions, and estimated the fuzzy parame-
ters by Gaussian quadratic criterion and Lanczos algo-
rithm [7]. They also improved the secondary and cyclical
requirements of the PSF matrix, and increased robust-
ness and effectiveness of the algorithm. Recently, an
adaptive regular blind reconstruction algorithm was also
proposed by a regular processing based on local smooth
features of images [8].
In order to improve the resolution of medical images,

it is considered to constrain the super-resolution solu-
tion space for LR images by using fusion of fuzzy simi-
larity and multi-scale retention of the image. This paper
studies the regularized super-resolution restoration of
medical images to improve restoration effectiveness. Sec-
tion 2 provides materials and methods used in this
paper; Section 3 provides results of our method by ex-
periments; Section 4 discussed the results and Section 5
concludes the whole paper.

2 Materials and methods
2.1 Super resolution analysis
In general, function of medical image degradation is un-
known. Super-resolution image restoration assumes that
the LR sequence is an LSI degenerate of the HR image
[9]. Blurr ing, down-sampling, and displacement of
image are simulated separately. Then, because down-
sampling and blurring are unchanged during the forma-
tion of the LR sequence, the LR frame is shown in Eq. 1.

yk ¼ DBMk þ nk ¼ Hkxþ nk 1≤k≤p ð1Þ
where x, yk and nk are the vector of the restored HR

medical image, the k-th frame of degraded image and its
additive noise, respectively, the matrices D, B and Mk are
the down-sampling operator of the imaging system, the
fuzzy operator, and the displacement operator of the k-
frame medical image, respectively, Hk is the degradation
matrix of the k-th frame of medical image. In Eq. 1, D is
determined by the down-sampling rate, Mk is estimated
by the inter-frame displacement, and the fuzzy operator B
is related to the PSF. B and nk are generally not directly
available and need to be estimated from the LR sequence.
A general super-resolution algorithm adds detail of

medical image and improves resolution by fusing all the
information in the LR sequence [10]. Assuming that the
size of the restored LR medical image is M ×N, and the
resolution of the medical image is enhanced by r times.
The Eq. 2 is provided by adding Eq. 1 when k is set from
1 to p.

y ¼ Hxþ n ð2Þ
where y ∈ RpMN × 1, H∈RpMN�r2MN , n ∈ RpMN × 1, x∈

Rr2MN�1. Therefore, a high-dimensional calculation is re-
quired to recover HR medical images from Eq. 2 even
for a medium-scale LR image sequence.
Since the fuzzy operator B is a discrete matrix form of

PSF with finitely support, the matrix B is degraded [11].
Furthermore, in order to fully recover a true HR medical
image, an image sequence containing r2 frames that in-
cludes all non-redundant complementary information is
needed. However, the frames’ number of LR image in
practical applications is often limited, which makes Eq. 2
an ill-conditioned equation. Therefore, regularization is
used to solve the problem in this paper.
It is assumed that SR has been accurately estimated in

medical image motion, and the blur of image is un-
known. In order to simplify the estimation of image blur,
we assume that the structure of the PSF is known and
the parameters of PSF are unknown. The fuzzy matrix B
is re-expressed as a function with parameter σ by Eq. 3.

y ¼ H σð Þxþ n ð3Þ
In this way, restoration of SR medical image estimates

the HR medical image from LR images with p frames by
Eq. 3.

2.2 Fuzzy similarity fusion strategy based on local feature
information
2.2.1 Fuzzy similarity
If the pixel matrix of a fused image is regarded as a two-
dimensional fuzzy set, according to the fuzzy mathemat-
ical theory, similarity degree between the two fuzzy sets
is measured by the closeness of them [12, 13]. In a gen-
eral data fusion process, it is assumed that there are N
sensors to measure the same feature indicator in the
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same information collection system respectively. Let xi
denotes the data measured by the i-th sensor at a certain
time and the random variable Xi denotes an observation
corresponding to xi. Due to the randomness of external
disturbance factors, the true degree of Xi is only deter-
mined by the information which is hidden in the data x1,
x2, ⋯xN. The authenticity of xi is high if the similarity
between xi and the rest data is high [14].
Then, similarity function in fuzzy mathematics is used to

quantify the similarity of the observations in each sensor at
the same time [15]. Though there are several ways to define
the similarity function, the following two definitions are se-
lected by applying low computational complexity. At time
k, the similarity of the data measured by N sensors is:

α1;2;⋯;N kð Þ ¼ min x1 kð Þ; x2 kð Þ;⋯; xN kð Þf g
max x1 kð Þ; x2 kð Þ;⋯; xN kð Þf g ð4Þ

or

α1;2;⋯;N kð Þ ¼ N min x1 kð Þ; x2 kð Þ;⋯; xN kð Þf g
x1 kð Þ; x2 kð Þ;⋯; xN kð Þ ð5Þ

where xi(k) is the result of the k-th sampling of the i-th sen-
sor, and α1, 2, ⋯, N ∈ (0, 1]. When the value is 1, it means
that the k-th sampling result of N sensors is the same, and
the maximum similarity is obtained at this time. When the
value is close to 0, it means that the k-th sampling result of
N sensors is almost different and has the smallest similarity.

2.2.2 Regional features
In order to directly extract or weight the average extracted
pixels from the fused medical image, Eqs. 4–5 are used to
describe the relation degree of the regional features
around each pixel. Since the source image is obtained
through a certain pre-processing algorithm, it contains a
few noise and has a good visual effect. Therefore, the key
point of improvement for the fusion effect is the abundant
details of the fused image. In this way, the regional vari-
ance, regional gradient, and regional mean are used as re-
gional features [16]. The medical image contains more
details and the fusion effect of medical image is better
when these indicators are large enough.
If a pixel point I(i, j) is centered, the area variance, region

gradient, and region mean of point I(i, j) are defined as:

V i; jð Þ ¼ 1
d

Xiþk

m¼i−k

Xjþk

n¼ j−k

I m; nð Þ−I m; nð Þ� �2 ð6Þ

G i; jð Þ ¼ 1
d

Xiþk

m¼i−k

Xjþk

n¼ j−k

G2
x m; nð Þ−G2

y m; nð Þ
h i1

2 ð7Þ

M i; jð Þ ¼ 1
d

Xiþk

m¼i−k

Xjþk

n¼ j−k

I m; nð Þ−I m; nð Þ� � ð8Þ

where d is the number of pixels in the area with size
(2k + 1) × (2k + 1) centered on the point I(i, j), Gx(m, n)
and Gy(m, n) represent the first order derivative of the
medical image in horizontal direction and vertical direc-
tion at the point (m, n), respectively. Then, Iðm; nÞ is
used to represent the average of the pixels in the area by
Eq. 9.

I m; nð Þ ¼ 1
d

Xiþk

m¼i−k

Xjþk

n¼ j−k

I m; nð Þ ð9Þ

Therefore, the regional feature c(i, j) is used as the meas-
urement data of sensor [17]. Similarity α1, 2, ⋯, N of this
pixel point in the plurality of fused images is obtained by
using Eq. 4 or Eq. 5. Thereby, we select a corresponding ex-
traction to obtain an approximate value of the pixel point.
In real application, when the similarity α1, 2, ⋯, N is lower
than a defined lower threshold Tα(Tα > 0), the regional fea-
tures c1(i, j), c2(i, j), ⋯cN(i, j) are considered to be com-
pletely different. A general value of Tα is between 0.3 to 0.5.

2.2.3 Rules of fusion decision
Determining the decision rules is the core of fusion
strategy. It refers to how we can select information from
the source image and add it into the fused image [18].
The simplest method is that we take the mean of source
image coefficients as the coefficients of fused image.
However, this fusion strategy reduces the contrast of re-
sults. It is known from the optical system imaging
principle that the high frequency component of sharp
image is much larger than blurred image [19]. If gradi-
ent, variance, and mean value of a certain area are larger,
the more high-frequency information is included in the
area and image information is richer. Therefore, the
choice of pixels is guided by the size of region gradient,
variance, and mean. This decision rule is called the
“maximum selection” [20]. The “maximum selection”
rule will reach the best result if only one image provides
the most useful information in the corresponding pos-
ition of source image. However, not all fusion source im-
ages satisfy this assumption in reality. Therefore, the
following decision rules are used:

I i; jð Þ ¼
Ik ; arg max c1 i; jð Þ; c2 i; jð Þ;⋯cN i; jð Þf g;
α1;2;⋯;N ≤Tα

ω1 i; jð ÞI1 i; jð Þ þ ω2 i; jð ÞI2 i; jð Þ þ⋯þ
ωN i; jð ÞIN i; jð Þ; α1;2;⋯;N > Tα

8
>><
>>:

ð10Þ

ωk i; jð Þ ¼ ck i; jð Þ
c1 i; jð Þ þ c2 i; jð Þ þ⋯þ cN i; jð Þ k

¼ 1; 2;⋯;N ð11Þ

where Tα is the threshold and I is the fused image. The

Li and Fu EURASIP Journal on Image and Video Processing         (2019) 2019:83 Page 3 of 11



similarity α1, 2, ⋯, N plays a decision-making role in the
integration. When the similarity is small, it is considered
that only one image provides useful information. At this
time, the extraction strategy of fused image is “take one
from multiple”, that is, the pixel with best fusion quality
is extracted as the final pixel point of the fused image
according to region features, and other pixels at same
position are dropped. When the similarity is large, the
extraction strategy of medical image is “multiple fusion”,
that is, the pixel points of the plurality of medical images
are weighted and averaged based on regional features to
obtain the pixels of the fused image.
The innovation of this decision rule is as follows.
A weighted combination of these medical images is

used as the fused image, and the weight coefficient is de-
termined by regional features at the pixel for a plurality
of medical images with a certain degree of relevance [21,
22]. It reduces noise and ensures the stability of fusion
when the source image contains similar information.
The saliency information in the source image is pre-
served when no similar information is included.
Through the above process, multiple medical images

are fused based on the fuzzy similarity fusion to obtain a
single medical fusion image. Then, a single medical
image is restored by using a regularized super-resolution
restoration algorithm.

2.3 Adaptive regularization super-resolution restoration
Super-resolution image restoration is essentially a mor-
bid problem that needs to be solved by a regularization
algorithm:

L xð Þ ¼
XK

k¼1

yk−Hkx
� �T

yk−Hkx
� �þ α Cxk k2 ð12Þ

Considering the penalty effect of similarity in value
function, we have

L xð Þ ¼
XK

k¼1

Lk xð Þ

¼
XK

k¼1

yk−Hkx
� �T

Sk yk−Hkx
� �þ αk xð Þ Cxk k2

h i

ð13Þ

where αk(x) is a regular parameter, C is a smoothing op-
erator, and is generally taken as a Plass operator.

2.3.1 Selection of regular parameters
A regular parameter is selected to make the nonlinear
function L(x) have a global minimum solution. In fact,
L(x) has a global minimum solution if L(x) is guaranteed
to be a convex function [23, 24]. Also if Lk(x) is a convex
function, L(x) is a convex function by property of the

convex function. Therefore, in order to make that the
general function L(x) has a global minimum solution, it
is only necessary to ensure that Lk(x) is a convex
function.
Proposition 1. If regular parameters satisfy the follow-

ing two attributes, Lk(x) is a convex function.
(1) αk(x) is a linear, monotonically increasing function

of Lk(x):

αk xð Þ ¼ f Lk xð Þð Þ þ γkLk xð Þ ð14Þ

that is

αk xð Þ ¼ yk−Hkx
� �T

Sk yk−Hkx
� �

1
γk

− Cxk k2
ð15Þ

(2)

∂ f Lkð Þ
∂Lk

<
1

Cxk k2 ð16Þ

Proof. Let

Lk xð Þ ¼ Lk p; qð Þ ¼ pþ f Lk p; qð Þð Þq ð17Þ

where p = (yk −Hkx)
TSk(yk −Hkx), q = ‖Cx‖2.

To make Lk(x) a convex function, ∀z1, z2 and 0 < λ < 1
we have

Lk xð Þ ¼ λz1 þ 1−λð Þz2ð Þ≤λLk z1ð Þ
þ 1−λð ÞLk z2ð Þ ð18Þ

where z1 = (p1, q1)
T, z2 = (p2, q2)

T, that is

Lk ¼ λp1 þ 1−λð Þp2; λq1 þ 1−λð Þq2ð Þ
≤λLk p1; q1ð Þ þ 1−λð ÞLk p2; q2ð Þ ð19Þ

According to Eq. 17, Eq. 19 is converted into:

λq1 f Lk λp1 þ 1−λð Þp2; λq1 þ 1−λð Þq2ð Þð Þþ
1−λð Þq2 f Lk λp1 þ 1−λð Þp2; λq1 þ 1−λð Þq2ð Þð Þ
≤λq1 f Lk p1; q1ð Þð Þ þ 1−λð Þq2 f Lk p2; q2ð Þð Þ

ð20Þ

Since αk(x) satisfies Eq. 14, Eq. 20 is further trans-
formed into:

λq1Lk λp1 þ 1−λð Þp2; λq1 þ 1−λð Þq2ð Þþ
1−λð Þq2Lk λp1 þ 1−λð Þp2; λq1 þ 1−λð Þq2ð Þ
≤λq1Lk p1; q1ð Þ þ 1−λð ÞLk p2; q2ð Þ

ð21Þ

If Lk(x) is a convex function, then
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λq1Lk λp1 þ 1−λð Þp2; λq1 þ 1−λð Þq2ð Þþ
1−λð Þq2Lk λp1 þ 1−λð Þp2; λq1 þ 1−λð Þq2ð Þ≤
λq1 λLk p1; q1ð Þ þ 1−λð ÞLk p2; q2ð Þ½ �þ
1−λð Þq2 λLk p1; q1ð Þ þ 1−λð ÞLk p2; q2ð Þ½ � ¼
λ2q1Lk p1; q1ð Þ þ 1−λð Þ2q2Lk p2; q2ð Þ þ λ 1−λð Þ
q1Lk p2; q2ð Þ þ q2Lk p1; q1ð Þ½ �

ð22Þ
Eq. 21 is equivalent to following Eq. 23.

λq1Lk p1; q1ð Þ þ 1−λð Þq2Lk p2; q2ð Þ−
λ2q1Lk p1; q1ð Þ− 1−λð Þ2q2Lk p2; q2ð Þ−
λ 1−λð Þ q1Lk p2; q2ð Þ þ q2Lk p1; q1ð Þ½ � ¼
λ 1−λð Þ q1−q2ð Þ Lk p1; q1ð Þ−Lk p2; q2ð Þ½ �

ð23Þ

Because λ(1 − λ) > 0, Eq. 23 is equivalent to Eq. 24.

q1‐ q2ð Þ Lk p1; q1ð Þ−Lk p2; q2ð Þ½ �≥0 ð24Þ
We have Eq. 25 because Lk(p, q) is a monotonically in-

creasing function for q by Eq. 24 [25].

∂Lk
∂q

≥0 ð25Þ

Because Lk ¼ pþ f ðLkÞq; ∂Lk∂q ¼ ∂ f
∂Lk

• ∂Lk∂q •q þ f ðLkÞ;
which is same as

∂Lk
∂q

¼ f Lkð Þ
1−q

∂ f
∂Lk

≥0 ð26Þ

And because of f(Lk) ≥ 0, thus

∂ f
∂Lk

<
1
q
¼ 1

Cxk k2 ð27Þ

Proposition 1 is proved. ■

2.3.2 Iterative solution
The selection of regularized parameters makes L(x) a
convex function. Thus, L(x) has a global minimum solution

x̂, then ΔxLðx̂Þ ¼ 0, and Δx
PK

k¼1 αkðx̂Þ ¼ 0.
Because

ΔxLk xð Þ ¼ −2HT
k Sk yk−Hkx

� �þ Cxk k2Δxαk xð Þ
þ 2αk xð ÞCTCx ð28Þ

Then,

ΔxLk xð Þ ¼ 2
XK

k¼1

HT
k SkHk þ αk xð ÞCTC

� �
x−HT

k Skyk
� �

þ
XK

k¼1

Cxk k2Δxαk xð Þ

ð29Þ
Thus, an iterative formula of x is obtained by Eq. 30.

xnþ1 ¼ xn−ε
XK

k¼1

HT
k SkHk þ αk xð ÞCTC

� �
xn−HT

k Skyk
� �

ð30Þ

3 Results
With experimental comparisons between the two differ-
ent provided similarities, we find the improved signal-to-
noise ratio (ISNR) of the fused image is similar, and ex-
perimental results are almost the same. In this way, this
paper chooses Eq. 4 as the similarity measure.

3.1 Recovery analysis of medical images
A medical image with size 256 × 256 pixels is used as the
test image in our experiment. The test image is con-
volved by using the point spread function of a 5 × 5
Gaussian matrix. Then, horizontal and vertical directions
are down-sampled to produce an LR image of 128 × 128
pixels by the factor 2, which is used as a reference frame.
Moreover, 5 LR image frames with size 128 × 128 are
generated with fuzzy similarity matching, and a total of
6 frames of LR images are obtained. Finally, numerical
experiment is carried out by using the proposed algo-
rithm, and image restoration result is compared with
Ref. [3] and Ref. [5]. The results are shown in Fig. 1 and
Table 1.
Evaluation of the results is generally divided into two

types. One is subjective evaluation, considering the hu-
man eye’s feelings for the details of restored image. The
other is objective evaluation criterion, generally using
MSE and PSNR. Assuming x is the original image, x̂ is
the restored image, and N is the number of pixels, then
MSE and PSNR are shown in Eqs. 31–32.

MSE ¼ 1
N

XN−1

i¼0

xi−x̂ið Þ2 ð31Þ

PSNR ¼ 10 lg
2552

1
N

XN−1

i¼0

xi−x̂ið Þ2
ð32Þ

Figure 1 shows medical image restoration effects of
different algorithms. Recovery effects of the three algo-
rithms are compared in Table 1. Compared with Liang’s
algorithm, mean square error and peak signal-to-noise
ratio of the reconstructed image are significantly im-
proved. Compared with Wu’s algorithm, peak signal-to-
noise ratio and mean square error of the restored image
are slightly improved a little. However, from the restor-
ation of visual effects, it is significantly better than Wu’s
algorithm. It is mainly manifested that the image
restored by the proposed algorithm has a significant
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improvement on the local edge glitch phenomenon, which
is due to the proposed fuzzy similarity fusion algorithm.

3.2 Fusion analysis of fuzzy similarity
Standard medical image 1 (512 × 512) and image 2
(512 × 512) are selected for testing. First, gray value of
the real image is normalized. The image is then sub-
jected to fuzzy convolution and noise addition to obtain
a contaminated image. The PSF of the fuzzy convolution
uses a Gaussian function with a standard deviation of
10. Additive noise is Gaussian white noise with a vari-
ance of 0.001. Quality of the fused image is measured in
terms of ISNR.

Experiment 1: the image processed by different wavelet
bases are used as fused source images, and then image
fusion is performed by the proposed algorithm. Compar-
ing the performance with fusion image, the results are
shown in Tables 2 and 3.
It is known that fusion image’s ISNR of the proposed al-

gorithm is significantly improved from Tables 2 and 3. For
example, in the fourth group of experiments for image 2
in Table 3, source image is an image restored by wavelets
db3, sym8, sym10, and ISNR thereof is 7.49, 7.53 and 7.54,
respectively. ISNR of the restored image after restoration
is 8.01, 8.01 and 8.06, which is 0.5 dB higher than ISNR
before fusion, and fusion effect is obvious.
Experiment 2: images from different Contourlet bases

and images from different wavelet bases are used as fu-
sion source images to compare the image performance
using a single Contourlet basis (Table 4) and the per-
formance with fusion image (Table 5).
It is known that ISNR of the image after fusion is sig-

nificantly improved from Tables 4 and 5. For example,
in the first group of experiments in Table 5, for image 1,
ISNR of the image after (9/7, 9/7), (sym8, 9/7), sym8,

Fig. 1 Comparison of restoration results of different restoration methods. a Primitive medical images (256 × 256). b LR image with Gauss blur. c
Algorithm in this paper. d Liang’s algorithm. e Wu’s algorithm

Table 1 Comparison of the effects of different methods of
single hospital

MSE PSNR

Paper algorithm 237.11 24.38

Liang’s algorithm [3] 141.91 26.61

Wu’s algorithm [5] 139.02 26.7
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and coif5 fusion is 4.29, 4 35, 4.72, and 4. 74, respect-
ively. ISNR of the fused image processed by the pro-
posed algorithm is 4.85 and 4.82, which is improved by
0.1–0.6 dB, and the effect is improved obviously. Com-
bined with the results of the first set of experiments, the
proposed algorithm has a good fusion effect.

3.3 Stability analysis of the algorithm
The experiment tests stability of the algorithm. For med-
ical images of different sizes, image restoration is per-
formed using three different restoration algorithms. The
image restoration results of different algorithms are
compared in Table 6.
By analyzing Table 6, when medical image size is 1

MB, difference between MSE and PSNR of the three al-
gorithms is both small. The obtained MSE and PSNR
values by the proposed algorithm show a gradual as-
cending and downward trend with continuous incre-
ment of medical image size when medical images with

different sizes are restored. However, the results ob-
tained by Ref. [3] and Ref. [5] show an upward trend
and a downward trend with more significant volatility
when the size of medical image increases. In this way,
experimental results show that stability of the proposed
algorithm is better than traditional algorithms.

3.4 Comparative analysis of image restoration integrity
Taking the integrity of image restoration as an index,
the proposed algorithm in this paper is compared with
Ref. [3] and Ref. [5]. The results are shown in Fig. 2:
From Fig. 2, we find that the algorithm of this paper

has the highest recovery integrity, especially when the
pixel is 300, the recovery of this algorithm reaches a
maximum of 90% for medical images with different pixel
conditions. Liang’s algorithm is the algorithm with the
lowest complete degree of image restoration in the three
algorithms. The maximum degree of integrity is 41%,
and the image restoration integrity of the algorithm of

Table 2 Performance analysis of wavelet-based image fusion algorithms

Wave
filter

Image Wave
filter

Image

Medical image 1 Medical image 2 Medical image 1 Medical image 2

db1 4.11 6.95 coif1 4.39 7.35

db2 4.38 74 coif2 4.61 7.52

db3 4.51 7.49 coif3 1.69 7.57

db4 4.58 4.46 coif5 4.74 7.55

db5 4.64 7.46 bior1.1 4.11 6.95

db6 4.67 7.42 bior1.3 4.1 6.94

db7 4.68 7.43 bior2.2 3.74 6.89

db8 4.68 7.4 bior2.6 3.75 6.88

db15 4.69 7.23 bior3.1 3.17 6.07

sym2 4.38 7.34 bior3.5 3.07 6.09

sym3 4.51 7.9 bior4.4 2.45 5.47

sym8 4.72 7.53 bior6.8 4.6 6.78

sym10 4.74 7.54

Table 3 Performance analysis of the algorithm in this paper

Experimental
serial number

Filter combination Medical image 1 Medical image 2

Gradient Variance Mean value Gradient Variance Mean value

1 db1 + sym8 + sym10 4.8 4.83 4.82 7.84 7.85 7.91

2 sym8 + sym10 + coif5 4.84 4.84 4.84 7.76 7.76 7.78

3 db1 + sym8 + coif5 4.81 4.84 4.83 37.83 7.84 7.9

4 db3 + sym8 + sym10 4.91 4.93 4.92 8.01 8.01 8.06

5 db4 + sym8 + sym10 4.91 4.92 4.91 7.96 7.96 8.01

6 db1 + sym8 4.67 4.71 4.7 7.64 7.67 7.73

7 sym8 + sym10 4.83 4.83 4.83 7.76 7.76 7.78

8 db3 + sym10 4.84 4.87 4.83 7.95 7.95 8.04

9 db4 + sym10 4.86 4.88 4.88 7.92 7.93 7.98
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the Wu’s algorithm is up to 50%. It can be seen that the
image restoration integrity of the proposed algorithm is
high, which indicates that the regular super-resolution
restoration algorithm in this paper has a strong
feasibility.

3.5 Comparative analysis of image restoration efficiency
Taking the image restoration efficiency as an index, the
algorithm in this paper is compared with Ref. [3] and
Ref. [5]. The results are shown in Fig. 3.
According to Fig. 3, the overall image restoration effi-

ciency of this algorithm is high, and the average recovery
efficiency is up to 80%. The restoration efficiency of al-
gorithms in Ref. [3] and Ref. [5] first showed an upward
trend, and after the pixel value is 300, the restoration ef-
ficiency began to decrease. The average recovery effi-
ciency of Liang’s algorithm is 40%, and the average
recovery efficiency of Wu’s algorithm is 30%, which
shows the superiority of this algorithm.

3.6 Image recovery time-consuming comparison
Taking the image recovery time-consuming as an index,
the algorithm in this paper is compared with Ref. [3]
and Ref. [5]. The results are shown in Table 7:
It is clearly in Table 7 that the time consuming is

about 7.9 s when the single-amplitude medical image is
recovered by the proposed algorithm, the average time
consumption of the image recovery of Liang’s algorithm
is about 31 s, and the average time of the image recovery

of Wu’s algorithm is about 31 s. It seems that the pro-
posed algorithm has obvious advantages, less time-
consuming, and can quickly complete the regular super-
resolution restoration of single medical images.

4 Discussion
This paper focuses on restoration algorithm of single
medical image. The following conclusions are obtained
from the proposed experiment. The MSE and PSNR of
proposed method are significantly improved by compar-
ing with Liang’s algorithm. Though the MSE and PSNR
are slightly improved by comparing with Wu’s algo-
rithm, the restored image has an obvious improvement
on burr phenomenon of local edge. ISNR is enhanced
when primitive image is fused by the proposed algo-
rithm. When the size of medical images increases, MSE
and PSNR values of the proposed algorithm are the most
gradual, which means that the proposed algorithm has
strongest stability.
The reason that the proposed algorithm has achieved

such a good restoration effect is mainly because it im-
proves the basic idea of image fusion. In view of the fact
that different restoration algorithms have different ad-
vantages for different features of an image (texture infor-
mation, boundary information, smooth regions, sharp
regions, etc.), multiple images are merged into one
image. It allows one image to be restored more com-
pletely and accurately by using complementarity of fuzzy
similarity fusion.
Research of medical image restoration algorithm is still

in its infancy. It mainly focuses on the case where degrad-
ation model is linear with no noise. Systematic analysis
methods and filter design methods have not yet been
formed. In addition, basic theory and applied research are
far from mature. Further, research direction of the algo-
rithm is roughly divided into the following aspects.

(1) Research on improvement of algorithm

It is known from the above discussion that there are
still many shortcomings in various existing algorithms,
and it is necessary to further improve the algorithm. For
example, how to choose the initial conditions to ensure

Table 4 Performance comparison of ontourlet-based restoration
algorithms

(LP/DFB) Medical image 1 Medical image 2

(9/7,9/7) 4.29 7.12

(pkva,pkva) 4.35 6.09

(haar,pkva) 4.08 6.59

(haar,pkva6) 3.95 6.19

(haar,5/3) 3.71 6.45

(sym8,pkva6) 3.53 7.14

(sym8,pkva) 4.65 7.3

(sym8,9/7) 4.35 7.13

(sym8,5/3) 3.94 6.83

Table 5 Performance analysis of the algorithm in this paper

Filter combination Medical image 1 Medical image 2

(9/7,9/7) + (sym8,9/7) + sym8 + coif5 4.85 4.88 4.85 7.66 7.67 7.68

(sym8,pkva) + (9/7,9/7) + (pkva,pkva) 4.67 4.68 4.67 7.64 7.64 7.70

(sym8,pkva) + sym8 + sym10 4.95 4.97 4.96 7.95 7.94 7.99

(haar,5/3) + sym8 + sym10 4.71 4.77 4.70 7.71 7.72 7.79

(sym8,pkva) + db4 + sym10 7.93 4.96 4.94 7.99 7.99 8.04

Table 6 Comparisons of stability of different algorithms

Image
size/
MB

Algorithm in this paper Liang’s algorithm Wu’s algorithm

MSE PSNR MSE PSNR MSE PSNR

1 96.34 199.24 100.53 186.42 99.51 191.55

10 96.93 196.57 112.68 180.66 106.63 180.02

100 97.36 194.84 139.83 164.58 122.20 151.31

1000 97.42 190.62 175.86 133.80 151.09 122.64

10,000 97.58 190.61 228.91 106.26 189.66 110.00
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convergence of the algorithm. How to choose an algo-
rithm termination condition to guarantee the restoration
quality? How to choose the noise parameters in filter to
reduce influence of noise is a hot topic in the future.

(2) Research on denoising processing algorithm

Presence of additive noise makes image restoration a
challenge. Since general assumption is that only statistical
properties of the noise are known, it is impossible to com-
pletely remove the noise from a degraded image. In
addition, due to the presence of noise, restoration effect is
not ideal. Research on image restoration algorithm

Fig. 2 Integrity comparison of image restoration

Fig. 3 Comparative analysis of image restoration efficiency
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combined with noise reduction has very practical signifi-
cance. In most algorithms, noise is described as Gaussian
noise, which has great limitations in practical applications.
It is also an important research direction for the study of
non-Gaussian cases using noise-based high-order statis-
tical characteristics of denoising algorithms.

(3) Real-time processing algorithm

Complexity of the algorithm is an important direction
that restricts its application. In related data, a method of
regularized discrete periodic Radon transform is pro-
posed to transform two-dimensional convolution into
one-dimensional processing to improve algorithm’
speed. And real-time processing algorithms using neural
networks. Real-time nature of the algorithm is a pre-
requisite for its practical application.

(4) Applied research

Application of algorithms is a driving force behind re-
search. Although image restoration algorithms have
gained great applications in astronomy, medical science,
and remote sensing. However, there is still a lot of work
to be done to apply algorithms to general industrial
image real-time detection, machine vision, and image
transmission in network environment to recover crim-
inal investigation.

5 Conclusion
In most electronic imaging systems, people are eager to
obtain images with high resolution because these images
provide more details, especially in medical research field.
However, during the imaging process, there are many
factors which cause descending and degradation of
image quality. Such as optical system aberrations, air dis-
turbances, motion, defocusing, discrete sampling, and
system noise, which cause image blur and distortion. In
the actually solution to the problem of image quality de-
scending and degradation, image processing with super-
resolution is emerged. It provides many different methods
to solve the above problems, and it has very important ap-
plication value and broad application prospects in many
fields such as medicine.

In this paper, a regularized super-resolution restor-
ation algorithm for single medical image is proposed
based on fuzzy similarity fusion. The fuzzy similarity
fusion algorithm is used to obtain the fused image, and
regularized super-resolution restoration is performed for
the fused image, which greatly improves image restor-
ation effect.
In addition, we will focus on the improvement of algo-

rithm, including the strategy of convergent initial parameter
choice, as well as algorithm termination condition choice.
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