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Abstract

In order to improve the motion recognition effect of sports athletes based on image recognition technology, this
study takes the current common diving athletes as the research material in the actual research, and combines the
research status of image recognition to study the athlete’s motion recognition from image processing. Simultaneously,
in this study, the gradient segmentation method is used to segment the image, the research object is segmented from
the video image, the traditional image grayscale method is improved, and the image segmentation algorithm adapted
to the diving motion is obtained. On this basis, this study combines Gaussian mixture background modeling
and background subtraction to achieve the detection and extraction of target human body regions, and uses
morphological operators to deal with noise and void phenomena in foreground images. The example analysis
shows that the proposed method has certain practicality and can provide theoretical reference for subsequent

related research.
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1 Introduction
In recent years, the application of computer vision tech-
nology in sports video has become a new hot spot.
Sports competition is one of the most popular programs,
so sports video has become an important type of media
data, which has a large audience and a huge application
prospect. Image recognition processing of sports video
can obtain effective detection results, which has certain
effects on athlete training and is conducive to the effect-
ive development of the game process. In recent years, re-
searchers at home and abroad have done a lot of work
on moving target detection and segmentation and hu-
man motion pose recognition. The research content in
sports video target detection mainly includes sports field
detection, athlete detection, and ball detection. The re-
search scope of gesture recognition includes gait recog-
nition, gesture recognition, and so on.

Target segmentation is a key step in the identification
process, which usually means separating the target we
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are interested in and the background we are in as an in-
dependent part [1]. Traditional segmentation methods
include background subtraction, interframe difference
and optical flow, as well as skin color detection for hu-
man detection. Among them, the background difference
method is the simplest and direct method, which is to
subtract the image to be segmented from the back-
ground model image, and the difference is the motion
region. The core content of this method is the construc-
tion of the background model [2]. Croston et al. estab-
lished a statistical background model for each pixel in
the picture [3]. Walseth et al. combine pixel color and
gradient information to create an adaptive background
model [4]. Lu builds an adaptive background model
based on Kalman filtering [5]. The inadequacy of the
background difference method is that it is easily inter-
fered by external conditions such as light and weather.
Interframe difference is the separation of foreground
and background by calculating the difference between
pixels in the corresponding two or more frames [6].
Young et al. applied the interframe difference method to
detect players in the field during a football match. This
method works well for video detection with background
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stillness, but it cannot accurately determine the target
position, nor can it extract the complete target [7]. The
background difference method and the interframe differ-
ence method are not ideal when detecting the motion of
the background motion. At the same time, the two
methods in the diving game usually follow the player’s
decline and move downwards, the background has a
very large movement, so the segmentation effect using
the above two methods is not very good [8]. The optical
flow method is to calculate the pixel area corresponding
to the moving target model by calculating the optical
flow field between adjacent frames, and then combine
these areas to form a moving target, and the detected
target area is usually unreliable [9]. Hal takes advantage
of the large differences in the direction of movement be-
tween the athletes and the background in the diving
competition and the fact that most of the athlete’s body
is exposed, combining the optical flow method with the
skin color detection to segment the target [10].

In feature-based algorithms, certain features of the
tracking target are used to distinguish between tracking
targets and other objects in a frame of video. Some algo-
rithms use the background image as a reference, i.e., the
so-called background frame [11]. All objects in the “dif-
ference frame” obtained by subtracting the background
frame from the current frame are the calculated tracking
target index [12]. In order to identify the tracking target
from other objects, the tracking target is characterized
by the features of the tracking target. Parameterized
shapes, color distributions, shapes, and colors in the
tracking target representation can be used as features.
The neural network classifier is trained with the feature
and manually marked tracking targets, and then the
trained neural network classifier is used to distinguish
the tracking target from other objects [13]. The color
histogram in the elliptical area is used to track the pool
of players on the court. These algorithms make more
use of low-level image information, acquire features in a
simple manner, and use a rough feature to describe the
whole behavior, which is sensitive to noise, perspective
changes, and subject changes in behavior [14].

In recent years, domestic and foreign scholars have
done a lot of research on the challenging topic of human
behavior analysis, recognition, and understanding [15].
Based on the projection information of the moving tar-
get, Guo et al. combined the PCA algorithm to classify
and recognize nine different postures such as standing,
lying, sitting, and walking. These actions are based on
the whole body, and the difference between the actions
is large. CuCcbjara et al. use Bayesian classifiers to clas-
sify four distinct postures of contracture, sitting, stand-
ing, and lying. In addition, Hu Changbo et al. realized
the identification of Yang’s six sets of Taijiquan move-
ments through PCA modeling [16]. Although these
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methods have a high recognition rate for the recognized
motion postures, they are all carried out in a specific en-
vironment with a simple background, a camera still, and
a slow-motion movement [17]. Leonard et al. used the
template matching method to analyze the athlete’s body
posture in the diving video, but the template-based ana-
lysis has high requirements on the template library cap-
acity and quality [18]. Crance uses a multi-feature fusion
method to extract multiple features from the segmented
target image, and uses the SVM output probability
method to identify and classify three aerial poses.

Through the above review, it is known that the current
image detection and image recognition technologies
have been developed and have been applied to many in-
dustries [19]. This research is based on image recogni-
tion technology analysis, taking sports as the research
object, identifying the sports process of sports athletes,
performing image processing on sports videos, and
obtaining effective information through image process-
ing, thus further improving the efficiency of sports train-
ing and sports competition.

2 Research methods

From the perspective of segmentation, the segmentation
of the video object in space is the detection and segmen-
tation of the moving target. Specifically, it refers to sep-
arating the independent regions of interest or meaning
in the video sequence from the background. Target seg-
mentation is the most basic part of video motion pose
recognition. If the target can be correctly detected and
segmented in each frame image, it provides a guarantee
for the correct recognition of the pose. However, target
detection is subject to many unknown factors, and in
order to suppress these external interferences, there is
often a real-time price.

The motion of the two-dimensional image is the projec-
tion of the three-dimensional velocity vector of the visible
point in the scene on the imaging plane. An estimate of
the instantaneous variation of a point in a sequence of se-
quential images is generally considered to be an optical
flow field or a velocity field. Optical flow field calculation
methods are generally divided into five types: gradient-
based methods, energy-based methods, matching-based
algorithms, phase-based methods, and neurodynamic
methods. Among them, the gradient-based method uses
the image gray value to calculate the optical flow field. It
is assumed that the gray value before and after the moving
image remains unchanged, and the optical flow constraint
equation is derived, which is the most studied method.
However, since the optical flow equation does not
uniquely determine the optical flow, other constraints
need to be introduced. According to the introduced con-
straints, the gradient-based methods can be divided into
two categories: global constraint methods and local
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constraint methods. Typical algorithms include Hom-
Schunck algorithm and Lucas-Kanade algorithm. In con-
trast, the Lucas-Kanade algorithm has improved a lot in
accuracy and speed, and has strong anti-noise ability. The
calculation method of the algorithm will be described in
detail below.

Assuming that the point m = (x,y)” on the image has a
gray value of I (x, y, £) at time f, then after the time dt is
derived, the gray value of the corresponding point
should be expressed as I(x+dx,y+dy,t+dt). When
dt — 0, the gray value of the two points can be consid-
ered to be unchanged, that is,

Ix + dx,y+dy,t + dt) = I(x,9,t)a (1)

If the gray value of the image changes slowly with x, y,
t, then the left side of Eq. (1) can be expanded by Taylor
series:

ol al

ol
(x + dx,y + dy,t + dt) = I(x,9,8) + —dx+—dy+at

dt
ox dy te

(2)

Among them, € represents an infinitesimal term of
second order or higher order. Since dt — 0, the ¢ in the
above equation is ignored, so that

ol ol ol

—dx+—dy+—dt=0 3

x ey )
u= % U= % represents the optical flow in the x and

y directions, and [, = %7 y :%,It = % represent the

partial derivatives of the gray value with respect to x, y,
t, respectively. Then Eq. (3) can be expressed as

Lu + Ly + I,=0 (4)

The above formula is the basic equation of optical
flow. As mentioned above, the optical flow equation
contains two unknowns of u# and v. It is impossible to
uniquely determine by one equation alone. In order to
solve this problem, we must find a new constraint equa-
tion. We use the local constrained Lucas-Kanade algo-
rithm to increase the constraint condition, and use the
windowed weighting method to process the optical flow
calculation to obtain the optical flow between two adja-
cent frames. It is assumed that the optical flows of the
points in a small area centered on the p-point are the
same, and different points in the area are given different
weights, so that the calculation of the optical flow is
converted into the minimum value of the Eq. (5) to esti-
mate the velocity (u, v):

D ey W @) (Lt 4+ Ly 4 1) (5)

Among them, Q represents the neighborhood centered
on point p, and W2(x,y) represents the window weight
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function, and A represents the weight of each pixel in
the neighborhood. Usually, the Gaussian function is
used, and the closer the p-point is, the larger the weight
is, so that the pixel in the central region of the neighbor-
hood has a greater influence than the peripheral.
Lucas-Kanade assumes that the motion vector remains
constant over a small spatial neighborhood Q and then
uses the weighted least squares method to estimate Egs.
(6) and (7). The velocity (u, v) is solved by two equations,
which solves the above problem that only the optical flow
constraint equation cannot solve two unknowns.

u Z Wz(x,y)[xly +v Z WZ(X,)’)@
(%,y€Q2) (%,yeQ2)

+ > Wy, =0
(x,y€Q2)

u Z W2 (x, y) I + v Z W2 (x,y) L1,
(,yeQ2) (x,yeQ2)

+ > WHa ), =0
(x.yeQ)

(7)

In practice, this method is usually combined with a
Gaussian pyramid distribution. It is assumed that the
original image is I, and I, =1 represents the layer Oth
image (original image). The pyramid image represents
an image that is created in a regression form and is
launched by a lower layer. In actual calculation, the algo-
rithm uses the order from the upper layer to the lower
layer. The experimental part of this paper is divided into
four layers. When the optical flow increment of a certain
level is calculated, it will be added to its initial value, and
then the projection reconstruction will be carried out,
which will be used as the initial value of the calculation
of the next layer of optical flow. This process continues
until the optical flow of the original image is estimated.
After the skin color detection, a series of connected
areas are obtained, and the image becomes a black pixel
point and other excluded white areas only of these con-
nected areas, and a new binary image is obtained. Al-
though most of the global motion regions have been
found when using the Lucas-Kanade method, and the
regions found are taken to be shielded, there are still
some missing global motion regions. After skin color de-
tection, these areas will inevitably be mistaken for skin
color check 1914, which becomes noise. The reason for
this is that in addition to the target skin area, the image
includes a background area similar to the color of the
skin, such as the face of the audience in the auditorium,
clothing, other facilities in the scene, and the like. In
order to further reduce the interference of the errone-
ously detected skin color regions in these background
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regions on the segmentation results, in this paper, the
characteristics of the player’s screen in the diving game
video are usually at the center position and the proportion
of the connected area formed by other noise is larger. The
projection method is used to determine the moving target
in the rectangular frame. The specific algorithm is as fol-
lows: We project the connected region in the image with
noise in the vertical direction to form an m-segment pro-
jection, as shown in Fig. 1. At the same time, we find the
length of L, as the target rectangle.

The main goal of this paper is to identify the types of
poses that athletes are doing in a complex environment.
Therefore, in the representation of human motion state,
this study extracted the key features of the overall shape
and motion of the human body. However, whether it is
based on the appearance of shape features alone or the
use of motion features to characterize people’s motion
state, there will be deficiencies. Therefore, this paper
uses the idea of feature fusion to represent people’s
sports postures with multiple feature fusions. The se-
lected features will be described in detail below.

Different actions make the distribution of skin tones
different in rectangular boxes. For this feature, the rect-
angular frame is divided into four blocks according to
the “Tian” shape, and numbered in order from left to
right and from top to bottom. The average value of R,
G, and B is obtained for each block, as shown in Eq. (8).
for, fr, fpp indicates the average of R, G, and B in the
sixth block. Among them, b={1, 2, 3, 4}, N represents
the number of pixels in each block, and R;, G;, B; repre-
sents the R, G, and B values of the ith pixel.

for = Zj\il]Ii;
foe = Zi\il% (8)
£ = Zil%

The color features extracted here do not extract the
color histogram for the entire target as usual, but only
the average of the three primary color channels in each
block. This is because if the same athlete is doing differ-
ent postures, the color histograms in the rectangular
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frame that determine the target position are very similar,
and such color features have little meaning for the rec-
ognition of the posture. Another advantage of using this
feature is that it can significantly reduce the dimension
of the feature. If the color histogram is used, there is a
0-255 dimension feature, which increases the amount of
computation. Figure 2 is a three-frame image of the div-
ing process.

The next process is image grayscale processing. First, a
mapping function from color map to gray scale is defined.
This function must ensure the contrast, ensure the con-
tinuity of the map, ensure the consistency of the map, and
the order of brightness. This function can be a linear func-
tion or it can be nonlinear. The second step is to block the
image and use the traditional k-means-based segmentation
algorithm to divide the image into blocks of many super
pixels for subsequent processing. The third step is to ob-
tain a color image and a grayscale image with parameters,
and generate a corresponding color image saliency map
and grayscale image saliency map. Using the color image
after the block and the color image before the block, we
obtain the saliency map of the color image through a color
image saliency detection algorithm. On the other hand,
after the first step is processed, a grayscale image with pa-
rameters is generated, and the saliency map of the gray-
scale image with parameters can be obtained by the same
saliency detection algorithm. In the fourth step, the energy
function is obtained by using the saliency map generated
by the color image and the saliency map generated by the
gray image with parameters, and the optimal value of the
parameter is obtained by optimizing the energy function.
Finally, the optimal value is brought into the gray image
with parameters to obtain the final gray image. The results
obtained by the treatment are shown in Fig. 3.

X; is set to a certain pixel value at time ¢. If x, matches
the existing jth Gaussian distribution, the weight of the
Gaussian distribution is updated to:

Wi,t = (l—ﬁ)w,-_,t_l +/:’)Mi,t7 = 1, 2, ,I< (9)
_JLi=j
M;; = { 0, i%j (10)

Fig. 1 Projection denoising
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Fig. 2 Three-frame image of the diving process
A\

Among them, f is the weight update rate. The above
equation shows that only the weight of the Gaussian dis-
tribution matching x, is increased, and the remaining
weights are reduced. The parameters of the Gaussian
distribution are updated to:

”j,t = (l_a)ﬂj,t—l +ax;
T 2
0?,: = (1_“)‘7?,:—1 + a(xt_ﬂj,t—l) (Xf_/‘/,tfl)
(11)

Among them, a is the update rate of the Gaussian distri-
bution parameter, and the parameters remain unchanged
for the Gaussian distribution with no matching success. In
the establishment of the background model, we set the
number of Gaussian distributions describing each pixel 3
= K. The background model is initialized first, and the ini-
tial weights are w; g=1, wy ¢=1, w3 ¢=1. The pixels of
the first frame are used to initialize the first Gaussian dis-
tribution mean, and the mean of the remaining Gaussian
distribution is 0. The standard deviation of each model
takes a larger value o; (=30, a weight update rate p =
0.33, a learning rate a = 0.7, and a threshold value of 7.0 =
T. If no Gaussian distribution is found to match the x; at
the time of detection, then a Gaussian distribution with
the lowest priority is removed, and a new Gaussian

distribution is introduced according to x;, and a smaller
weight and a larger variance are assigned, and then weight
normalization is performed.

Firstly, the Gaussian mixture background modeling
and background subtraction method are combined to
detect and extract the target human body region, and
the morphological operator is used to process the noise
and cavity phenomena in the foreground image. We fill
the holes in the target area and remove the isolated
noise points by the operation of first opening and then
closing, and smooth the contour of the human body.
During the morphological processing, the overall pos-
ition and shape of the target object are unchanged, and
the details are easily destroyed when the target size is
relatively small. The process of the motion region ex-
traction algorithm is shown in Fig. 4.

In order to improve the computational efficiency, the
contour image of each player is equally divided into
h x w sub-blocks that do not overlap each other. Then
calculate the normalized value of each sub-block with

N; = %,i =1,2,....h x w. Among them, b(i) is the
number of foreground pixels of the ith block, and mv is
the maximum of all b(i). In space, the description of
the sportsman’s outline of the ¢th frame is f, = [Ny, No,

...» Ni ], and the player’s outline in the entire video is

correspondingly expressed as vf={fi fs, ...,fr}. In fact,

-

Fig. 3 Image gray processing results
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the original player outline representation V, can be
considered as a special case based on block features,
that is, a pixel whose block size is 1 x 1. Due to the dif-
ference in distance and angle of the pedestrian from the
camera in the video sequence, the size of the human
body is greatly different, and the contour of the human
body needs to be normalized before the contour feature
is extracted. After the target area is raised, its outline is
mapped to a uniform height H, and the width is scaled
accordingly, as shown in Fig. 5. Among them.

3 Results

In order to study the detection effect of image-based
automatic detection technology for sports athletes, this
paper takes Avi format video as sample data, all of which
come from the live video of downloading 10 m platform
male and female single diving competition from the
Internet. We chose a 160-segment sequence, each of
which is a complete diving process, usually between 3
and 6 s. We chose a 160-segment sequence, each of
which is a complete diving process, usually between 3
and 6 s. At the same time, we take 3109 frames contain-
ing the desired motion in the diving as a sample, and
the sample resolution is 480 x 360. During the diving
game, the athlete usually completes some transitions and
connections in addition to completing one of the three
postures during the completion of a diving. The entire
process lasts for a short time, usually 3—4 s, so the ath-
letes spend less time completing one of the prescribed
actions. In order to more accurately identify the actions
performed by the diving process, this paper identifies
each frame of the sample video.

In the segmentation stage, the optical flow method is
used to estimate and eliminate the global motion region
caused by camera motion, and then the skin color detec-
tion is used to determine the target position in the mo-
tion region, as shown in Fig. 6.
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a b

Fig. 5 normalized image

Figure 7 is a comparison of the effects of denoising by
the projection method used in this paper and the corro-
sion expansion method in the morphology.

In the gesture recognition stage, in order to better de-
scribe the motion information, this paper uses a variety
of feature fusion methods to extract four characteristics
such as SIFT. Through experiments, we compare the
recognition result of SVM-based methods commonly
used in classification and the recognition result of
template-based matching methods, as shown in Table 1.

4 Analysis and discussion

In a diving game, the camera usually moves as the player
descends, resulting in a global movement. In the seg-
mentation stage, the optical flow method is used to esti-
mate and eliminate the global motion region caused by
camera motion, and then the skin color detection is used
to determine the target position in the motion region.

a

Fig. 4 Image recognition of athletes
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Fig. 6 Estimation results of global motion

This method eliminates a large amount of noise while
eliminating global motion, and reduces a lot of noise
compared to the result of directly using skin color detec-
tion, as shown in Fig. 6. When the target position is dir-
ectly used for skin color detection, due to the
background is usually the audience in the diving competi-
tion venue, many colors such as the skin color of the audi-
ence, the color of the scene facilities, and the color of the
clothes in the background area may be close to the skin
color of the target human body, so that it may be mistaken
for the target skin color and detected, as shown in Fig. 6b.
Figure 6¢ shows the image after the global motion is re-
moved using the optical flow method, and Fig. 6d shows
the result of the skin color detection based on the removal
of the global motion. It can be seen that the noise is much
reduced compared to Fig. 6b.

After the image is processed by optical flow method
and skin color detection, a series of connected regions
are formed, and no noise regions are still unavoidable, as
shown in Fig. 7. In order to eliminate the noise as much
as possible, this paper uses the projection method to fur-
ther eliminate the noise and segment the moving target
as accurately and completely as possible. It can be seen
from the figure that the projection method adopted in
this paper makes full use of the characteristics of the
athletes in the main position of the diving video, and
preserves the information of the target while removing

the noise. Conversely, if the noise is to be completely re-
moved, the morphological method is likely to lose some
of the target information while removing the noise. As
shown in Fig. 7b, in order to completely filter out the
noise in the image, a loss occurs in a part of the target
human body. The reason is that athletes wear swimwear,
and after skin color detection, because the skin color
part of the swimsuit is not detected, a small connection
is formed, and the morphological method mistakes these
small connections as a boundary to disconnect them,
resulting in loss of the target information. As shown in
Fig. 7c, in order to preserve the target information as
much as possible in the process of denoising, there is
still noise, which will inevitably affect the subsequent
recognition results. In Fig. 7d, the area of the connected
region due to noise is large, and the information of the
target has been lost when the result of noise removal is
not obvious. In this way, when the noise is completely
removed, the target information is definitely lost a lot,
and it will definitely affect the result of the final recogni-
tion. According to the characteristics that the athlete is
always in the middle of the screen, the noise reduction
effect of the projection method in this paper is ideal.
The noise is removed and the target is segmented with-
out losing the target information, as shown in Fig. 7e.

It can be seen from Table 1 that the statistical-based
machine learning method SVM has a good recognition

%

Fig. 7 Comparative analysis of de-drying methods

~
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Table 1 Identification results
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Posture Template matching result SVM classifier recognition result
Template  Test Recognition  Training samples Test sample Recognition
library sample  rate (%) Positive sample  Negative sample  Positive sample  Negative sample rate (%)
Bending the body 520 297 84.28 520 249 297 253 93.95
Straight body 517 298 81.45 517 451 298 279 93.11
Holding the knee 446 319 87.76 446 407 319 364 9517
rate, while the template-based method has poor recogni-  Funding

tion results for the three postures. The reason is that the
SVM method can get the optimal solution under the
limited sample information, and can get the global best
advantage and avoid the local extremum problem. The
method based on template matching is simpler in algo-
rithm implementation. The method first establishes a
data sample template for each action, and then deter-
mines the classification of the action by calculating the
similarity between the action feature to be tested and
the template feature. This paper uses Euclidean distance
as the calculation of similarity. However, since the
method is greatly affected by the difference in body
shape and posture of the human body to be tested and
the template library, the recognition rate is low.

5 Conclusion

This research is based on image recognition technology,
taking sports as the research object, identifying the
sports process of sports athletes, and performing image
processing on sports videos. At the same time, this paper
obtains effective information through image processing,
and on this basis, further improves the efficiency of
sports training and sports competition. In this study, the
image is segmented from the video. Segmentation in
space is the detection and segmentation of the moving
target. Specifically, it separates the independent regions
of interest or meaning in the video sequence from the
background. After the skin color detection, a series of
connected regions are obtained, and the image only con-
tains the black pixels of these connected regions and
other excluded white regions, and a new binary image is
obtained. The main research goal of this paper is to
identify the types of poses that athletes make in the
game in a complex environment, and use the idea of fea-
ture fusion to characterize the poses of people with mul-
tiple features. Therefore, in the representation of human
motion state, this paper extracts the key features of the
overall shape and motion of the human body. The ex-
perimental research shows that the technology proposed
in this study has certain practical effects and can be ap-
plied to the actual competition.
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