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Abstract

reference for related research.

The improvement of vocal singing technology involves many factors, and it is difficult to achieve the desired effect
by human analysis alone. Based on this, this study based on spectrum image analysis uses the base-2 time-selection
FFT algorithm as the research algorithm, uses the wavelet transform algorithm as the denoising algorithm, and combines
comparative analysis to discuss the mechanism of vocal music, the state of vocalization, and the vocal quality of vocalists
in vocal music teaching. Simultaneously, this study compares the singer's frequency, pitch, overtones, harmonics, singer
formants, etc, and derives the characteristics of vocal vocalization under different conditions, and can be extended to all
music vocal studies. Research shows that this research method has certain practicality and can provide theoretical
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1 Introduction

The research on vocal singing technology has a long his-
tory. In the process, many experts and scholars have
continuously studied and summarized this. After re-
peated exploration and continuous practice, some rela-
tively perfect technical methods have been formed.
However, through my own review, it is found that the
domestic summary of these singing methods is only in
the teaching of words, and the intuitive unified descrip-
tion is basically blank, which is quite inconvenient for us
to correctly learn, recognize, and evaluate vocal music.
Although the current relevant research report has cer-
tain results, considering the vocal cord conditions, the
cultural background will bring some deviations to the
experimental results. Therefore, we doubt whether their
data results can represent the level of the subjects in our
country. Whether these tests are in line with the cultural
background is indeed a difficult problem to be verified,
and it is also an urgent need for domestic research to
carry out such research. In addition, there are some dif-
ferences in different kinds of music, and there are few
studies related to vocal music in related research. There-
fore, this study combines image processing to study the
occurrence of vocal music [1].
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Wang et al. proposed a normalized model of pitch per-
ception based on the unique resolution of the human ear
to different frequency sources. This algorithm has great
significance in multi-frequency estimation techniques [2].
Wu et al. simplified the pitch model by using the Bark
scale to simulate the human ear frequency response,
which greatly reduced the amount of computation. The
method calculates the autocorrelation coefficient of the
signal through two channels, and the multi-channel signal
autocorrelation coefficient in the non-ERB scale, and fi-
nally calculates the respective fundamental frequency
values one by one by scale stretching and linear
interpolation. Similarly, the cycle-based algorithm was
used by Staley and Sethares. Similarly, based on the estab-
lishment of the pitch model, Cheveigne et al. recursively
screened the estimated fundamental frequencies in the
poetry selection [3].

Guan et al. used the new technology to develop one of
the most advanced automatic music annotations at that
time. The multi-frequency estimation method in this
system was also in a leading position at that time. They
applied computer scene analysis in the system, assuming
that the sinusoidal trajectory is a musical note, and in
terms of methods, they cite the principle of perceptual
aggregation, including harmonicity, frequency, timbre,
and melody. Guan et al. designed musical instrument
models for the instruments corresponding to each note.
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These models can solve the problem of spectral energy
distribution when notes of different frequencies overlap.
In addition, they analyze the probability of occurrence of
notes in the case of a given chord and use Markov
chains to encode and transfer chord probabilities. The
method uses a Bayesian network for linear prediction for
bottom-up analysis, and top-down processing includes
predictive note spectral components and chord predic-
tion [4].

Meng models the short-time spectrum of the music
signal. In the model, a certain number of harmonics
constitute each tone model, and each harmonic compo-
nent is modeled by a Gaussian distribution centered on
the fundamental frequency integer multiple. Meng de-
signed a multi-agent structure to track the fundamental
frequency weights of consecutive frames and iteratively
updated each pitch model and its weight with the
method of calculating the expectation maximization.
The algorithm can successfully track the pitch lines of
the music signal and its melody. Although the system is
more complicated, the core EM algorithm is relatively
easy to implement in the experiment. In addition, the al-
gorithm can correctly estimate the weight of all funda-
mental frequencies, but the disadvantage is that the
primary fundamental frequency can usually only be
estimated [5].

Qiu et al. improved on the idea of weighted
mixed-tone models. However, they modeled each set of
harmonics in the tone model instead of modeling each
harmonic individually. They believe that although the
amplitude of the notes in the signal will change, the har-
monic structure of each note is unique and stable. The
harmonic structure here refers to the relative relation-
ship between the harmonics. Based on the relationship
between harmonic frequencies, Qiu et al. chose to model
a set of harmonics using a constrained mixed Gaussian
model. It can be seen in the experiment that the con-
straint to be used in the system reduces the parameters
to be estimated in the system. In this modeling mode,
the signal model is established and finally the parameter
estimation result is given based on the expectation
maximization [6].

Spectrum iterative deletion method was adopted by
Claudio. In order to reduce the influence of instruments
of different timbres as much as possible, the algorithm
firstly pre-whitens the signals and then calculates the
sum of the energy of the corresponding harmonic fre-
quencies in the frequency domain for each candidate
fundamental frequency. Among them, the person with
the greatest energy is considered to be the fundamental
frequency. Then, the algorithm subtracts the fundamen-
tal frequency and its harmonic energy from the original
spectrum according to a certain ratio. At this time, the
algorithm estimates the next fundamental frequency,
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and then iteratively estimates. The algorithm has a lot of
technical links that need special attention, such as par-
ameter estimation during pre-whitening, proportional
deletion coefficient, and judgment of dominant funda-
mental frequency estimation. The algorithm tested
chords randomly synthesized from a variety of instru-
mental notes, and the test yielded the desired results [7].

Zabalza sees the fundamental frequency estimation as
a multi-label classification problem, which is completely
different from the other methods. Each signal frame in
the algorithm is considered to be a sample, the funda-
mental frequency is treated as a label, and the algorithm
extracts the features of the spectrum of the signal. They
collect all samples of this fundamental frequency for
each fundamental frequency, thus training a support
vector machine classifier. The algorithm considers the
classification result obtained by the classifier as the re-
sult of the fundamental frequency estimation. Zabalza et
al. chose the piano signal for testing and the results were
as expected. However, although the algorithm is novel, it
needs to deal with two difficulties: First, although the al-
gorithm uses a one-to-many classifier, the parameter
space is greatly reduced, but the fundamental frequency
classifier is split, and it also violates the close relation-
ship between the notes. Second, the algorithm needs to
train up to dozens of classifiers, which greatly increases
the amount of computation [8].

In view of the current understanding of image process-
ing in vocal research topics, the purpose of this study is
as follows: First, this article is to facilitate a clear under-
standing of the current status and trends of research on
this topic in the world, as well as some unresolved issues
and development limitations, so as to better fill the gap.
Second, the author’s collation of the adjectives of singing
technology can be used as a basic research for other re-
searchers, thus providing an innovative basis for future
research.

2 Research methods

In this study, spectral image analysis combined with
image processing was used for vocal studies and spectral
image analysis, that is, the analysis method of the
present study is a method of expressing the amplitude
and phase of the time domain signal on the frequency
coordinate axis and then analyzing the signal in the fre-
quency domain. Figure 1 shows the relationship between
the signal time domain and the frequency domain. This
paper analyzes the spectrum image of the signal, which
can be divided into convolution, correlation, and trans-
formation. Among them, the most basic one is the
discrete Fourier transform. Since the amount of calcula-
tion directly using the DFT is proportional to the square
of the length N of the operation interval, the amount of
calculation is very large. Therefore, by using the
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Fig. 1 Diagram of the time domain and frequency domain of the signal
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periodicity, symmetry, and other properties of the twid-
dle factor, the DFT of the long sequence is decomposed
into short-order DFTs one by one, and the amount of
computation is reduced, which is the fast Fourier trans-
form (FFT) algorithm. The base-2 time-selection FFT al-
gorithm [9] is used in this paper.

By definition, the DNF formula for a finite-length se-
quence x(n) of length N is as shown in Eq. (1):

N-1
X(k) - anox(n)WXf,k:()’l’“"N_l (1)
Wk — giRink= cos(fnk)-_ sin%” 2

In the actual application process, it can be clearly felt
that the FFT algorithm is greatly improved compared
with the direct calculation of DFT, especially the larger
N, the effect is more obvious. In addition, the computa-
tional complexity of the FFT algorithm is significantly
less than that of the DFT algorithm, so the FFT algo-
rithm is more suitable for this study.

This study starts with the butterfly operation of
spectrum image analysis and optimizes the FFT algo-
rithm to make it suitable for embedded system. On this
basis, we propose an audio dual spectrum identification
method for the problem of music and color mismatch.
Regardless of the type of music, from the perspective of
spectral image analysis, their audio signals are composed
of various harmonics of the sinusoidal signal, and the
spectrum of the audio signal is its essential feature.
Therefore, in this experiment, we collected a multi-track
MIDI main melody demo of standard music chords. We
mainly perform spectral feature extraction on it, and the
frequency value of the international standard sound A _la

major is 440 Hz. Then, according to the calculation of
the 12 average law, the adjacent semitones differ by 2 to
12 times, and the theoretical frequency values of the
other majors are obtained [10]. Table 1 shows the fre-
quency values corresponding to the major.

The spectrum of the audio signal in the vocal utter-
ance and the spectrum of which music chords are corre-
sponding or similar are determined by the frequency
comparison method. There are many ways to compare.
The simplest can be determined by the maximum inten-
sity of the spectrum, i.e., the maximum intensity method
of the contrast spectrum. We need to use Bayesian for-
mula to calculate the same or similar probability, which
is widely used in scientific research with its profound
thoughts.

We set the natural state 6 to have k kinds, namely 6;,
05, ..., Or. P(0;) represents the prior probability of 6_i oc-
curring in the natural state. P(x| 6;) represents the prob-
ability that the event is x in the state 6; condition. The
full probability P(x) is the probability that x may occur
in various states, i.e., [11]

P) =" Pl6)P(®) 3)

Table 1 Comparison of the computational quantities of basal-2
FFT and direct computation DFT

Complex multiplication
N/2log,N

Complex addition
N2log,N
NIN—-1)

Basal-2 FFT

Direct computation DFT  N? numbers
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When using the Bayes formula, it is necessary to con-
struct a probability model based on the spectrum of the
audio signal. The statistical calculation is used to com-
pare the amplitude of the audio signal sampling
spectrum with the peak of the standard music chord
spectrum to determine the music chord corresponding
to the played audio signal, and then the color can be
determined.

The vocal vocalization will produce noise during the
actual extension, and the abovementioned audio format
conversion will inevitably generate noise during the con-
version process, which will seriously affect the accuracy
of the audio dual spectrum identification method.
Therefore, this study uses wavelet transform to remove
high-frequency noise interference. When the wavelet
function ¥(¢) is a real function, the one-dimensional
wavelet continuous transformation formula is as shown
in Eq. (5) [12].

witab) =l [ row(S2)a 5)

Among them, a is the scale factor and b is the dis-
placement factor. There are three existing wavelet
denoising methods, namely, modulus maximal recon-
struction denoising, spatial correlation denoising, and
wavelet domain threshold denoising. By comparing the
qualitative methods of the three denoising methods, and
finally considering the calculation and denoising effects,
we choose to use the third wavelet domain threshold
denoising. Threshold denoising in the wavelet domain is
to select appropriate thresholds on different scales, zero
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the wavelet coefficients for Gaussian noise, and preserve
the wavelet coefficients larger than the threshold, so that
the noise in the audio signal is suppressed, and finally
reconstruct the signal to obtain the optimal estimation
of the effective signal. Hard threshold denoising or soft
threshold denoising should be selected in wavelet do-
main threshold denoising. By analyzing in MATLAB
software, soft threshold denoising is more suitable for
our experiments. Meanwhile, the threshold is divided
into three thresholds, the Plealty threshold, the
Birge-Massart threshold, and the default threshold. Fig-
ure 2 is a comparison of the original audio signal with
the denoised audio signal. It is obvious that the noise
has been processed. In the experiment, we chose to use
the Birge-Massart threshold in the soft threshold and se-
lect the sym4 wavelet in the wavelet base, that is, we use
sym4 wavelet to decompose the audio signal in four
layers, and the wavelet base and the number of decom-
position layers can be changed, which is equivalent to
the wavelet transform formula [13].

The sound of vocal singing is a compound sound,
which is composed of the pitch of the singing and other
partial sounds. Vocal training is an extremely important
part of the vocal teaching process. Both teachers and
students need to use the auditory system to judge and
identify the sounds produced during singing. These in-
clude distinguishing the pitch, strength, and rhythm, as
well as a series of phonetic factors that distinguish the
physiological state of the singing and the vocabulary pro-
nunciation and language sensation. It can be said that
the process of vocal music learning is actually a process
of establishing the correct sound concept, and the estab-
lishment of this concept depends to a large extent on
the sensitivity of the vocal learner’s auditory system. The
quality of hearing has a very direct relationship with the
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Fig. 2 Comparison between the original audio signal and the denoised audio signal
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physiological conditions and experience of the listener.
The most obvious thing about the sound spectrum de-
scription and identification of the pronunciation of
multimedia computer technology is that it has accuracy
and intuitiveness. During the vocal training process, we
recorded the singer’s singing voice through a computer
and observed various subtle parameters of the emitted
sound through the function chart and the sound wave
table displayed on the computer screen. This is a posi-
tive complement to the human auditory system in an
objective perspective. The use of the computer to par-
ticipate in the vocal music teaching process has a posi-
tive effect on the quality of the vocalist’s pronunciation,
as well as the analysis of singing and speech intelligibil-
ity. The following is a spectrum image analysis test for
vocal sounds and the like [14].

By analyzing the vocalist’s pronunciation through spec-
tral image analysis, you can observe the pitch of the
singing voice and various overtones, partial sounds, and
sounds in different frequency segments. The analysis re-
sults from the average of the sound frequency analysis in
a certain time zone, which we call the “frequency
spectrum.” In fact, it is a frequency and sound intensity
distribution map of each harmonic column of singing.
This frequency spectrum shows the sound intensity pro-
file of the sound of singing at different frequencies, and
its sound intensity is expressed in decibels. Usually, we
give a more specific “sound form” reference frame from
the perspective of musical acoustics. It allows us not
only to understand the sound in the abstract concept of
the “anapharyngeal cavity, oral cavity, chest cavity, head
cavity, high position resonance” pointed out by the ab-
stract general auditory organs, but also to visually see
the visual form and specific numerical values. This
method of analysis is specific, intuitive, and accurate
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[15]. In addition, the graphics and data provided by the
computer can not only objectively reflect the character-
istics of pitch, sound intensity, etc., but also assist the
auditory to further analyze the timbre, resonance, and
other factors of sound of singing.

3 Results

In the study, a group of normal vocal music was first
tested to study the rationality of the operation of the re-
search method. In Fig. 3, we can see an acoustic audio
number (Fig. 3 left) and its corresponding spectrum
(Fig. 3 right). It can be seen from Fig. 3 that the algo-
rithm of this study is stable and can be used for subse-
quent research.

It can be seen from the measurement that the pitch of
the vocals during singing is in a relatively narrow range,
generally between 100 and 1500 Hz. In addition to the
high pitch frequency, the singing voice has many over-
tones and partials. Therefore, the singing voice spectrum
test also found that trained singers, in addition to the
pitch, will also have a peak of resonance in the overtone
range of 2800-3200 Hz, which we call “singer formant”
or “Fourth formant.” However, without professionally
trained singers, there is no obvious singer formant. The
“metal sound” and “penetrating sound” often mentioned
in vocal music teaching are the auditory feelings of this
singer at the formant. The spectrum analysis system of
the computer can be used to analyze, compare, and
compare the acoustic spectrum images of outstanding
singers. The principle of “singing the formant” can be
used in the teaching to study and analyze the sound
quality of the students singing, so as to implement the
corresponding teaching methods. Figure 4 is a compari-
son of the acoustic spectrum patterns of unseen players
and professional singers singing the same pitch. The
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method of sound spectrum testing breaks the traditional
vocal teaching method that has always been subjective.
The test method injects objective and rational scientific
factors and further increases the knowledge of singing
acoustics and vocal physiology. In Fig. 4, B is a singer
who has been trained for a long time, and A is an un-
trained person.

The soprano vocalist’s vocal cords are shorter and thin-
ner, with vocal cord lengths typically ranging from 8 to 11
mm. A short vocal cord is more convenient for
high-pitched singing. However, the soprano without rigor-
ous training has a thinner tone in the high-pitched sound
zone, and its tone in the middle and bass sound zones
sounds hollow and illusory. The excellent, highly trained
soprano singer is in a unified state in the tone of each
pitch. The characteristics of the sound are bright, crisp,
gorgeous, strong, and both round and sweet, and the

sound is rich and varied. The author’s test samples for the
analysis of acoustic and acoustic spectrum images are
famous soprano singers, Bart and Carava. The first is the
spectrum image analysis of the soprano singing. As shown
in Fig. 5, this is the d sound of Bart’s vocal group of [a]
vowels, which has a frequency of about 580 Hz.

As shown in Fig. 6, this is the d sound image of small
group two that Carava [a] uses vowel singing, which has
a frequency of about 580 Hz.

As shown in Fig. 7, this is the g sound image of small
group two that Bart uses [o] vowel singing, which has a
frequency of about 780 Hz.

Figure 8 shows carawa singing a sound of the small
group two with the [o] vowel, which has a frequency of
about 880 Hz.

The voice of the mezzo-soprano is slightly longer than
the soprano, and its length is between 11 and 14 mm.

R
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Fig. 5 The d sound image of small group two that Bart [a] uses vowel singing
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Fig. 6 The d sound image of small group two that Carava uses [a] vowel singing
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The relatively bright soprano is softer, fuller, deeper, and
richer. The excellent mezzo-soprano singer has a wide
range of sounds. The middle and low sound areas are
wide, sweet, and sleek, and the treble sound area is not
bright, but the sound is strong. Sound samples for test-
ing: The experimental samples for the analysis of acous-
tic and acoustic spectrum images in this paper are
famous mezzo-soprano singers, Honre and Bortoli.

Figure 9 is a spectrum image analysis of mezzo-so-
prano in singing. As shown in the Fig. 9, Horne sings a
sound of the small group with [0] vowel, in which the
frequency is about 220 Hz.

As shown in the Fig. 10, Bortoli sings b sound of the
small group with [i] vowel, in which the frequency is
about 490 Hz.

From the spectrum image analysis chart of Fig. 4, we
can see that the spectrum of the untrained person’s
sound spectrum gradually decays after the peak of the
pitch frequency, and we can clearly see that there is al-
most no peak in the high frequency in Fig. 4 (A). How-
ever, professional singers show higher formants in the
frequency range of 2170 to 2756 Hz.

The method of acoustic spectrum testing breaks the
traditional vocal teaching method that people have al-
ways been subjective. The method of sound spectrum

testing injects objective and rational scientific factors
into the teaching of vocal music and further enhances
the knowledge of singing acoustics and vocal physiology
from the simple physiological experience of the past. At
the same time, this method has changed the bad learn-
ing habits of students who only pay attention to practice
and despise principle theory. Vocal music teaching can
not only cultivate singers, but should pay equal attention
to vocal theory research, vocal practice singing, and
vocal teaching methods. In addition, this method can
fully reflect the comprehensive ability of vocal singing
talents. The use of computer multimedia for spectrum
image analysis not only provides a method for identify-
ing and analyzing voice timbre for vocal training and
teaching, but also stores and transmits the measured
sound spectrum as a data file and also provides a more
convenient management method for scientific research
and teaching record data and organization. The use of
this method can be used for singers, vocal learners (dif-
ferent degrees), or singers of different singing styles, and
can make detailed and long-term data analysis and com-
parison. The analysis results have a more objective refer-
ence for the identification of the vocalist’s voice, the
adjustment of the singing during the singer’s learning
process, and the selection of talents.

Fig. 7 The g sound image of small group two that Bart uses [0] vowel singing
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Fig. 8 The g sound image of small group two that Carava uses [0] vowel singing

4 Discussion

In the spectrograms of Figs. 5 and 6, both soprano
singers have a high degree of spectral consistency. First,
there is no sharp spike-like map of its pitch and over-
tone. Through this relatively broad pitch peak, it is
known that the application of vibrato during singing is
reasonable. The amplitude is between a small second,
and the frequency of change is about six times per sec-
ond. Corresponding to such an auditory feeling is that
the sound thickness is symmetrical and round without a
thin sharpness. Both singers’ resonance peaks are around
3000 Hz and the sound intensity of the formant is high,
and the sound intensity of the pitch is almost the same.
It can be seen from the Fig. that the resonance energy of
the formant has a wider “base” at 3000 Hz, which pro-
duces vocal transparency in the human ear but does not
lose the heavy hearing experience. At the same time, its
first overtone and second overtone are higher in inten-
sity than other overtones. We know that the first over-
tone and the second overtone can be purely five degrees
pure octave relationship with the pitch, and the increase
of these two overtones can improve the harmony of the
arpeggio tone, reduce the hollowness of the sound, and
enhance the intensity of the sound to make the sound
more textured.

It can be seen from Figs. 7 and 8 that the pitch of the
pitch is not in a state of sharpness, indicating that the
singing process uses a more reasonable vibrato tech-
nique. At the same time, we can see the obvious second,
third, and even fourth overtones after the pitch. Rich
and obvious overtones increase the texture and harmony
of the sound, while enhancing the brightness of the
sound. Both the pitch and the overtone do not appear
spiked, but appear to have a certain width “base,” indi-
cating that the singing state has a more reasonable vi-
brato. When the frequency is around 3200 Hz, the
singer’s formant has a strong peak, and its amplitude en-
ergy value is even at the fundamental frequency. This
shows that the singing voice has a strong penetrating
power and is not easily masked by the accompaniment
of the symphony orchestra. The singer’s mid- and
low-range sounds are thick and sturdy. At the same
time, the singer’s first overtone, second overtone, and
third overtone sound energy are significantly improved,
adding more harmonious components to the sound
timbre [16].

As can be seen from Figs. 9 and 10, in contrast to the
bright tone of the soprano, the tone of the
mezzo-soprano is relatively rich and heavy, which can be
clearly reflected from the spectrum image analysis.

Fig. 9 The a sound image of small group that Horne uses [0] vowel singing
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Fig. 10 The b sound image of small group that Horne uses [i] vowel singing

Similar to the soprano, the pitch and overtone of the
mezzo-soprano are not the peak state, but the “base” has
a certain width, which proves that the application of vi-
brato during singing is reasonable. The amplitude is be-
tween a small second, and the frequency of change is
about six times per second. Similarly, the singer formant
near 3200 Hz is evident in the spectral envelope, and the
formant intensity energy is at the same level as the pitch
sound energy. In contrast to the perception of the audi-
tory system, the mezzo-soprano sound is thick, and al-
though it does not have a bright sound quality, it still
has a very strong penetrating energy, which fully reduces
the acoustic masking effect of the band accompaniment.
Similar to the soprano, the first overtone, the second
overtone, the third overtone, and the fourth overtone of
the mezzo-soprano are strongly magnified. However, un-
like the soprano, the mezzo-soprano vocal cord is longer,
which is more conducive to the third overtone and the
fourth overtone. As I mentioned before, from the per-
spective of music and acoustics, the chord formed by
the pitch and the first four overtones is just a major
chord. While increasing the degree of harmony, it
strengthens the distinction between the soprano tone.

5 Conclusion

Influencing factors for studying vocal vocalization, this
study explores the new ideas and observation angles of
traditional singing and vocal research through the ana-
lysis of sound spectrum data. Through spectrum image
analysis, the singing voice can be digitized and quanti-
fied, and the abstract sounds that are difficult to ponder
are presented in front of our eyes in the form of data
charts. At the same time, through the good singing voice
of typical singers as a relative reference standard, the
vocal learners’ deficiencies in a certain aspect can be
clearly compared. These shortcomings can be refined to
each parameter, such as the pitch, tone, time value, and
intensity of the vocal learner’s concern, and also clearly
reflect the pitch, intensity, etc., of each overtone. In

addition, it can get more clear feedback on the envelope
of the singer formant. For the spectrum image analysis
of singing, its advantages are accuracy and visibility.
However, it also has certain disadvantages. For singing
art, over-emphasizing dataization will inevitably lead to
the loss of artistic personality. This requires that the sin-
gle spectrum data should not be used as the main basis
for the evaluation mechanism, and it should be under
the premise of “people-oriented.” At the same time,
spectral image analysis is required as an auxiliary refer-
ence. Otherwise, it will inevitably have a bad influence.
Research shows that this research method has certain
practicality and can provide theoretical reference for re-
lated research.
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