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Abstract

In order to reduce the influence on cover image caused by embedding algorithm, while keeping the
histogram characteristics of cover image, in this paper a histogram preserving steganography algorithm is
proposed based on dividing a secret message into blocks. The secret message and cover image are divided
into blocks and the hamming distance of least significant bits is calculated, and then secret message block
and mark-bit of cover image block are processed according to the hamming distance. In terms of histogram
profit-lost compensation, the processed secret message block is then embedded into the cover image block.
Theoretical derivation of modification gain and embedding efficiency in the algorithm is well verified by tests.
Compared with the matrix coding steganography algorithm, which also has less unwanted effect on the
cover image, the steganography algorithm proposed in this paper achieves higher embedding efficiency,
higher capacity, and lower computational complexity other than high histogram consistency. A tradeoff
control between embedding capacity and image distortion can be flexibly manipulated at nearly no or little
cost of compromising the histogram characteristics.

Keywords: Steganography, Histogram preserving, Embedding efficiency, Computational complexity, Histogram
distortion, Embedding rate

1 Introduction
With the development of modern society, the informa-
tion security problems identified with various communi-
cation means are attention-drawing in the research
communities. As an important branch of information se-
curity domains, steganography [1–4] takes advantage of
redundancy in digital media for information-hiding to
better secure secret information transmission.
To mainly improve the embedding capacity and effi-

ciency, the matrix embedding was introduced by Ron
[5]. The linear coding is a type of steganography scheme
based on matrix embedding [5–7], which explores the
linear relation between the cover image matrix and the
secret information matrix to implement the concealment
of secret information. Due to its embedding efficiency
and easiness for implementation, the matrix embedding
is adopted by mainstream steganography algorithms
such as F5 [7] and edge adaptive image steganography
based on least significant bit matching revisited

(EALSBMR) [8]. The good performance by steganogra-
phy algorithm reduces the alterations of the cover image,
including the distortion, to its minimal level when em-
bedding the secret information of the same size. Ron [5]
first proposed a steganography scheme based on binary
hamming code. In this scheme, more than one binary bit
of the secret information can be embedded by modifying
only one binary bit of the cover image, and the advan-
tage is noted for high embedding efficiency and large
embedding capacity. However, the merits come along
with the side effect of significant distortion. To tackle
this issue, on the basis of matrix embedding algorithm,
in Ref. [2, 6, 9–25], the researchers attempted to im-
prove the coding scheme aiming at reducing the additive
embedding distortion and computational complexity. In
Ref. [9], Fridrich et al. proposed the wet paper coding
scheme based on linear matrix embedding, which selects
those bits of cover image to be modified according to
some specific rules. To a certain extent, this coding
scheme reduces the distortion degree. However, the
embedding efficiency is compromised as a result. In the
literature [13], the Reed-Muller encoding is used for

* Correspondence: jackcheng18920@163.com
College of Information Science and Engineering, Ningbo University, Zhejiang,
China

EURASIP Journal on Image
and Video Processing

© The Author(s). 2018 Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and
reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to
the Creative Commons license, and indicate if changes were made.

Cheng et al. EURASIP Journal on Image and Video Processing  (2018) 2018:74 
https://doi.org/10.1186/s13640-018-0306-6

http://crossmark.crossref.org/dialog/?doi=10.1186/s13640-018-0306-6&domain=pdf
mailto:jackcheng18920@163.com
http://creativecommons.org/licenses/by/4.0/


matrix embedding in the binary image, and the higher em-
bedding efficiency is achieved. When using [13] to execute
the matrix embedding algorithm, selecting the suitable
embedding position on the cover image is also considered
a way to reduce distortion. Literature [26] applies the
graph matching theory to determine the modification pos-
ition and modification mode of the cover image. In litera-
ture [27], edge detection is used to extract the boundary
pixels in the cover image, and the bits of which are
tagged as modifiable ones. Compared with Ron’s ham-
ming code embedding, the above two methods can
well dampen the distortion of image, but the per-
formance of the algorithm is sensitive to the proper-
ties of cover image, which may lead to a sharp
decline in embedding capacity and a notable increase
in algorithm complexity. In [11], parity check matrix
using hamming code is rearranged among the col-
umns in the matrix to lower the computational com-
plexity to the satisfying degree. However, the
embedding rate is fixed and the embedding capacity
is not as high as expected.
On the other hand, in order to reduce the data em-

bedding distortion, some steganographic schemes cap-
able of preserving original data characteristics have
been also developed [28–32]. Using the techniques
described in [31, 32], the secret message can be em-
bedded into least significant bits of cover image when
keeping the original histogram distribution intact. In
[30], the model-based steganography ensures that the
distribution model of stego data is consistent with
that of cover data. Furthermore, the maximization of
payload with a low distortion level is taken into ac-
count in Ref. [28, 29]. On the premise of the correl-
ation between the flip probability and the original
value, the payload-distortion performance approaches
the theoretical limit in [29]. At the cost of high com-
putational complexity, steganographic scheme in [28]
maximizes the payload without compromising the
histogram of original data and image fidelity.
Inspired by these afore-mentioned works, we propose

a type of steganography algorithm with high efficiency
and low complexity. In order to keep the statistical fea-
tures of images, we exploit histogram-preserving stega-
nography (HPS) [33], in the process of steganography.
The remainder of this paper is organized as follows: Sec-
tion 2 briefly introduces related works, such as matrix
embedding, matrix extending method, revised hamming
code embedding, and histogram-preserving embedding;
the proposed histogram-preserving steganography based
on block (HPSB) is described in Section 3 in detail. The-
oretic derivations are presented in Section 4. Experimen-
tal results and discussion are covered in Section 5.
Conclusion is made and some prospective works are
suggested in Section 6.

2 Related work
2.1 Matrix embedding
Let H[n − k, n] denote parity check matrix (PCM) of a bin-
ary linear [n, k] code C of length n, where k is the length of
one dimension binary vector [5, 7]. Use cT = (c1, c2,⋯, cn) ∈
Fn(2) to denote cover bits, where Fn(2) represents the Galois
field of order 2 and length n, i.e., a space of all n-bit column
vectors, e.g., x= (x, x,⋯, xn), where cT means transpose of
matrix c. In the same way, use mT = (m1,m2,⋯,mn − k) ∈
Fn − k(2) to denote secret bits. As assumed above, the
matrix embedding is performed using the following
means. Firstly, calculate the difference between Hc and m
with exclusive-or operation, i.e., u≝Hc⊕m, namely syn-
drome. Secondly, solve the system of linear eq. Hx =Hc⊕
m to find a solution vector xmin, namely coset leader, such that
xmin ¼ arg min

fx∈Fnð2ÞjHx¼ug
ωðxÞ , where ω(x) is hamming weight

of vector x. The final stego bits of s can be obtained using
s = c⊕ xmin. The secret message m can be extracted
correctly by using the formula (1).

Hs ¼ H c⊕xminð Þ ¼ Hc⊕Hxmin ¼ Hc⊕u
¼ Hc⊕ Hc⊕mð Þ ¼ m ð1Þ

Since the algorithm must solve a set of n − k linear
equations with n unknowns in Fn(2), thus the computa-
tional complexity is very high.

2.2 Fast algorithm using hamming code
Because the computational complexity of matrix
embedding is O(n2k), it is a real nondeterministic
polynomial problem when n and k is considerably
large. In Ref. [11], Mao pointed out that for the
random linear code [9], since there is an identity
matrix of n − k × n − k in the left part of its parity
check matrix H, the form of which is the same as
denoted in Section 2.1, some coset leaders in the
form of [uT, z] can be identified by the syndromes
themselves, where u is syndrome as mentioned in
Section 2.1 and z is 1 × k vector, the elements of
which are all zeroes. So, the computational com-
plexity of embedding algorithm using random linear
code can be mitigated to a certain degree.
For hamming code part, Mao also took advantage of

two criterions to simplify matrix embedding. Here are
the criterions:

(1) The syndromes and their coset leaders are one to
one correspondent.

(2) Changing the positions of any two columns of the
parity check matrix H does not change the
characteristics of the Hamming code.
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On account of ergodic property of the columns of
the parity check matrix H of a hamming code, which
takes all the possible permutations of 0 and 1 (except
all zeros), Mao rearranged H by the decimal forms of
matrix H’s column running from 1 to 2n − k − 1. For
instance, rearranged parity check matrix H of [7, 4]
hamming code is in the following form:

H ¼
0 0 0 1 1 1 1
0 1 1 0 0 1 1
1 0 1 0 1 0 1

2
4

3
5

For example, assume that the cover bits is vector
c = [1000000] and the secret data is m = [100], then
Hc⊕m =[101]. Since [101] is 5 in the decimal form,
the fifth bit in c should be changed. Therefore, the
stego bits are vector s = [1000100]. At the receiver
side, the extracted vector is Hs = [100], that is the
conveyed secret data m exactly.
In so doing, the syndromes themselves indicate the

coset leaders; therefore, the computational complexity of
Mao’s algorithm is reduced to O(1) perfectly. Other than
the obvious advantage, in terms of the design nature, the
embedding rate is fixed and the embedding capacity is
not as high as expected.

2.3 Histogram-preserving algorithm
In [28], Zhang proposed a method of efficient
data-embedding in binary sequence. The steps of em-
bedding secret k bits into cover k + 16 bits are as
follows:

(1) Divide the secret sequence into a series of bit
blocks, each of which contains k bits, e.g., s = [s1,
s1,⋯, sk ];

(2) Generate a matrix G of [Q, I16], where Q is a 16 × k
pseudo-random binary matrix and I16 is a 16 × 16
identity matrix;

(3) According to the following formula:

vi ¼ s; 016½ � þ bi∙G ð2Þ

where s is secret k bits, 016 is zero array of length 16,
and bi ∈ F

16(2), i = 0, 1, ⋯, 216 − 1, the algorithm pro-
duces 216 different types of binary candidate vectors,
the length of which are k + 16. Denote matrix H as
[Ik,Q

T], where Ik is a k × k identity matrix and T-op-
eration is matrix transpose. So, s can be derived from
formula of s ¼ H∙vTi ;

Fig. 1 Decompose cover image

Fig. 2 Structure of l + 1 pixels
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(4) For each candidate vector vi, in accordance with
presetting probabilities of 0s and 1s, convert vi to v0i.
Denote α probability of 0 and 1 − α that of 1 so as
to ensure the bit distribution in the candidate stego
vectors v0i to be similar to that in the original binary
cover sequence;

(5) Solve the optimal problem as follows:

rmin ¼ arg min
i∈ 0; 216−1½ �

ni;1 þ ni;0

þ λ∙ S1−S0ð Þ∙ ni;1−ni;0
� � ð3Þ

Here, ni, 1 is the number of positions where the cover
bit is 1 and the bit in v0i is 0, and ni, 1 is for the opposite
situation. The bits in v0i and the corresponding bits in
the cover sequence are compared in a bit-by-bit manner.
Denote the number of cover bits that have been flipped
from 1 to 0 as S1, and the opposite is marked as S0.
Their initial values are both zero;

(6) Replace the k + 16 bits in cover sequence with v0opt
that has rmin. In the meantime, update S1 and S0.

By using opposite operation, data extraction is easier
than embedding. In fact, Zhang’s algorithm commendably
maintains the statistical characteristics of histogram of
stego image. The algorithm well controls the distortion

level while preserving the original distribution of each
cover sequence, while obtains high payload. Nevertheless,
when embedding secret k bits into cover k + 16 bits at
every turn, it is substantially time-consuming to find out
the most optimal vector v0opt that satisfies rmin among 216

candidate vectors, along with executing k + 16 calculations
in order to convert vi to v0i for each vi.

3 Proposed method
This section introduces histogram-preserving stega-
nography based on block (HPSB). HPSB algorithm im-
plementation process: firstly, both secret message and
cover image are divided into blocks; then by consider-
ing hamming distance of least significant bit, the
secret message and cover image are preprocessed re-
spectively; next, in terms of histogram profit-lost com-
pensation, the preprocessed secret message is
embedded into the preprocessed cover image. Before
applying HPSB algorithm, the tracker of histogram
profit-lost compensation should be initialized. While
embedding each bit, the tracker makes embedding
decision, and the value of the tracker is constantly
updated simultaneously. Block by block, the secret
message is embedded into cover image until
steganographic procedure is completed (Figs. 1, 2, 3, 4,
5 and 6). HPSB algorithm is presented in detail as
follows:

Fig. 3 Structure of the secret bit stream

Fig. 4 Illustration for di ≤ l/2. The length l is 8 and di is 3. So embedding bits is 01001010 and lsbi,9 will be set to 0
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(1) Decompose L-pixels cover image into [L/(l + 1)]
blocks, the length of which is l + 1, where [.] denotes
the floor operator. Use gi (i = 1, 2, , [L/(l + 1)]) to
denote blocks, and pixel value in a block can be
denoted as gi, 1, gi, 2,…, gi, l, gi, l + 1. Least significant
bit of each pixel can be denoted as lsbi, 1, lsbi, 2, …,
lsbi, l, lsbi, l + 1, and specially lsbi, l + 1 is the mark-bit
for the block of gi.

(2) Compare least significant bits of gi, namely, lsbi, 1,
lsbi, 2, …, lsbi, l, lsbi, l + 1, with a corresponding
binary secret message, namely, mi, 1, mi, 2, …, mi, l,
and calculate hamming distance di, using formula
(4) and (5) defined as follows:

di ¼ l−
Xl
j¼1

θ lsbi; j;mi; j
� � ð4Þ

θ lsbi; j;mi; j
� � ¼ 0 if lsbi; j≠mi; j

1 if lsbi; j ¼ mi; j

�
ð5Þ

where di denotes the count that the number of least
significant bits of gi are different from corresponding
bits of mi .

(3) According to hamming distance di as mentioned,
condition check and embedding operation are
performed as follows:
(3-1) While di ≤ l/2, set mark-bit of lsbi, l + 1 to 0,

and employ HPS method to conceal (mi, 1,
mi, 2, …, mi, l) into (gi, 1, gi, 2, …, gi, l). Thus
the least significant bits of gi become (mi, 1,
mi, 2, …, mi, l, 0) .

(3-2) While di > l/2, set mark-bit of lsbi, l + 1 to 1,
and employ HPS method to conceal (mi;1, mi;2,
…, mi;l) into (gi, 1, gi, 2,…, gi, l), where mi;1. is
non-operation on mi, 1 . Thus the least signifi-
cant bits of gi become (mi;1, mi;2, …, mi;l , 1).

In detail, the above embedding algorithm consists of
two sub-functions as follows:

(3-a) For (mi, 1, mi, 2, …, mi, l) and (lsbi, 1, lsbi, 2, …,
lsbi, l), calculate δ(lsbi, j,mi, j) using the following
formula (6).

δ lsbi; j;mi; j
� � ¼ 0 lsbi; j ¼ mi; j

�1 lsbi; j≠mi; j

�
ð6Þ

Fig. 5 Illustration for di > l/2. The length l is 8 and di is 5. So embedding bits is 10101101 and lsbi,9 will be set to 1

Fig. 6 Assume gi, j is 00100001. Embed 0 into gi, j
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(3-b) Steganography function is f(gi, j,mi, j) = gi, j + δ(lsbi,
j,mi, j), when di ≤ l/2 is satisfied, otherwise is f ðgi; j;
mi; jÞ ¼ gi; j þ δðlsbi; j; �mi; jÞ, where f(gi, j,mi, j)

represents stego pixel value, and δ(lsbi, j,mi, j)
represents indicator of profit-lost compensation.

(4) Histogram-preserving algorithm exploits
statistics of pixels value to add one to δ(lsbi, j,

mi, j) or conversely subtract one from δ(lsbi, j,
mi, j). Strategy of histogram-preserving algorithm
is to minimize the histogram discrepancy
between cover image and stego image. Use
histogram-preserving strategy to determine the
+ 1 or − 1 operation, so that histogram deviation
caused by previous embedding process, i.e., the
number of pixels whose value is decreased is
much more than that is increased, can be

Fig. 7 Embedding flow chart
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compensated in time. At the beginning of
embedding, initialize hk = 0, k = 0, 1, 2, …, 255,
where hk denotes the number of pixel value of k
at one point of embedding procedure. Moreover,
hk serves as the basis for the different assignment
of + 1 or − 1 on δ(lsbi, j,mi, j) when lsbi, j ≠mi, j

is satisfied.

The value of hk indicates the increase or decrease
in the number of pixels with a value of k. For ex-
ample, if h33 is 2 or − 1, this means that after em-
bedding the secret message the number of pixels
with the value of 33 is increased by 2 or decreased
by 1 compared to the original cover image. The
closer the value of hk is to 0, the less the histogram
changes. Assuming the value of pixel gi, j is 33, when
lsbi, j =mi, j, the value of h33 remains unchanged,
and when lsbi, j ≠mi, j, the value of h33 is decrease
by 1 since the value of pixel gi, j is to be altered. If
the value of pixel gi, j is either decreased to 32 or
increased to 34, the value of either h32 or h34 is

increased by 1. Either + 1 or − 1 to gi, j depends on
the following strategy: (1) If the two elements adja-
cent to hk have opposite signs, the value of gi, j is al-
tered towards the negative element. For instance, if
h32 is − 2 and h34 is 1, gi, j is altered to 32 and h32
is increased by 1. (2) If the two elements adjacent to
hk have the same signs, the value of gi, j is altered
towards the smaller element. For instance, if h32 is 2
and h34 is 1, gi, j is altered to 34 and h34 is increased
by 1. (3) If the two elements adjacent to hk have the
same value, the modification direction is random
The embedding flow is shown in Fig. 7.
The extraction operation is an inverse process and is

convenient to perform. Decompose the stego data into
blocks and pick out the mark-bit to determine whether
applying non-operation on least significant bits or not.
The extraction flow is shown in Fig. 8. In this way, re-
ceiver can extract secret data from stego data. In
addition, because of histogram distribution preserved,
the secret data is more secure and the stego data has
better immunity to attack of steganalysis.

Fig. 8 Extracting flow chart
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4 Theoretical analysis of HPSB steganography
algorithm
Embedding rate (ER) is defined as ER ¼ k

n , when k bits
secret information are embedded into n bits cover data
along with d bits cover data modified. Furthermore, distor-
tion rate (DR) and embedding efficiency (EE) are respect-
ively defined as DR ¼ d

n and EE ¼ k
d . ER denotes the ratio

of the quantity of embedded secret data to that of cover
data. DR denotes the ratio of the quantity of modified bits
to that of cover bits. The higher the embedding rate,
the more secret information is embedded. However,
as embedding rate goes up, visual imperceptible and
anti-statistical detection performance is compro-
mised. In order to improve the security, it is worthy
of consideration that the embedding efficiency
should be as high as possible at a given embedding
rate. Obviously, in accordance with the presented
method in Section 3, the number of modification of
cover image pixels is reduced and the embedding ef-
ficiency is improved. As a result, at nearly no or lit-
tle cost of reducing embedding capacity, the average
distortion is also decreased.
The rest of this section is the analysis of the pro-

posed algorithm. In general, suppose that set of
pseudo random binary bit sequence is embedded into
cover image using the least significant bit (LSB)
method, since the number of difference between bits
in the secret sequence and corresponding least signifi-
cant bits in the image pixel is approximately equal to
50% of total, the probability of LSB modification is
nearly half. In other words, the number of equiva-
lence between bits in the secret sequence and

corresponding least significant bits in the image pixel
obeys binomial distribution B(l, 0.5), where l is the
length of block. Thus, for the same length l of bits,
the modification expectancy of LSB-based algorithm
is formula (7)

md ¼
Xl
i¼0

Ci
l
1
2

� �l

∙i ð7Þ

and that of HPSB algorithm is formula (8)

Table 1 Performance of HPSB algorithm with different block
length l

l PSNR (dB) ER DR EE

2 52.93 0.667 0.331 2.0162

3 53.18 0.750 0.313 2.4000

4 52.70 0.800 0.349 2.2931

5 52.77 0.833 0.343 2.4239

6 52.50 0.857 0.365 2.3462

7 52.53 0.875 0.363 2.4088

8 52.36 0.889 0.378 2.3515

9 52.37 0.900 0.377 2.3877

10 52.25 0.909 0.388 2.3444

11 52.25 0.917 0.387 2.3677

12 52.16 0.923 0.396 2.3334

13 52.16 0.929 0.395 2.3496

14 52.09 0.933 0.402 2.3213

15 52.09 0.938 0.402 2.3335

a

b

c

Fig. 9 (a) The trend of embedding rate, (b) The trend of distortion
rate and (c) The trend of embedding efficiency
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md0 ¼
Xl=2½ �

i¼0

Ci
l
1
2

� �l

∙iþ
Xl

i¼ l=2½ �þ1

Ci
l
1
2

� �l

∙ l−ið Þ ð8Þ

where [∙] denotes floor operator. Then the excepted
decrement of bit modifications, i.e., E(Δd)≝md −md′, is
depicted in detail as follows:

EðΔdÞ ¼ ð1
2
Þ
l

�
Xl

i¼½l=2�þ1

Ci
lð2i−lÞ

¼ ð1
2
Þ
l

�
 
2 �

Xl
i¼½l=2�þ1

Ci
l � i−

Xl
i¼½l=2�þ1

Ci
l � l
!

¼ ð1
2
Þ
l

� 2 �
Xl

i¼½l=2�þ1

l! � i
i!ðl−1Þ!−ð

1
2
Þ
l

� l �
Xl

i¼½l=2�þ1

Ci
l

¼ ð1
2
Þ
l

� 2l �
Xl−1

k¼½l=2�
Ck

l−1−ð
1
2
Þ
l

� l �
Xl

i¼½l=2�þ1

Ci
l

ð9Þ

(a) When l is an odd number, i.e., l = 2m + 1, the
binomial expansion can be calculated:X

l
i¼mþ1C

i
l ¼ 2l−1 ð10Þ

X
l−1
k¼mC

k
l−1 ¼

2l−1 þ Cm
l−1

� �
2

ð11Þ

then formula (9) can be simplified to formula (12) as
follows:

E Δdð Þ ¼ Cm
2m

22m
∙
1
2
l ð12Þ

(b) When l is an even number, i.e., l = 2m, the binomial
expansion can be calculated:

Table 2 Comparison of experimental and theoretical value of MGR and EE

l MGR actual MGRð Cm
2m

22m
Þ theoretical MGRð 1ffiffiffiffiffi

πm
p Þ approximate EE actual EE theoretical

2 0.5001 0.5000 0.5642 2.0162 2.0000

3 0.5000 0.5000 0.5642 2.4000 2.4000

4 0.3751 0.3750 0.3989 2.2931 2.2857

5 0.3751 0.3750 0.3989 2.4239 2.4242

6 0.3127 0.3125 0.3257 2.3462 2.3415

7 0.3126 0.3125 0.3257 2.4088 2.4086

8 0.2735 0.2734 0.2821 2.3515 2.3486

9 0.2735 0.2734 0.2821 2.3877 2.3876

10 0.2461 0.2461 0.2523 2.3444 2.3422

11 0.2462 0.2461 0.2523 2.3677 2.3674

12 0.2258 0.2256 0.2303 2.3334 2.3317

13 0.2257 0.2256 0.2303 2.3496 2.3492

14 0.2094 0.2095 0.2132 2.3213 2.3203

15 0.2096 0.2095 0.2132 2.3335 2.3332

Fig. 10 Modification gain rate trend
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X
l−1
k¼mC

k
l−1 ¼ 2l−1=2 ð13Þ

X
l
k¼mþ1C

i
l ¼ 2l−1−

1
2
Cm

l ð14Þ

then formula (9) can be simplified to formula (15) as
follows:

E Δdð Þ ¼ Cm
2m

22m
∙
1
2
l ð15Þ

So for any l value,

E Δdð Þ ¼ Cm
2m

22m
∙
1
2
l ð16Þ

where m ¼ ½ l2� and [∙] is floor operator. When l is large,
use Stirling formula (17) to simplify computation.

m! ¼
ffiffiffiffiffiffiffiffiffiffi
2πm

p m
e

� 	m
ð17Þ

Thus, formula (16) can be further simplified to for-
mula (18) as follows:

E Δdð Þ ¼ 1ffiffiffiffiffiffiffi
πm

p ∙
1
2
l ð18Þ

To conceal the secret information of length l, when
using the LSB embedding method, the average modifica-
tion quantity of the pixel value is 1

2 l , and as a compari-
son, when using embedding scheme proposed in this

paper, the quantity of modification is reduced by Cm
2m

22m
∙ 12 l .

Therefore, modification gain rate (MGR) is described as
follows:

MGR ¼ Cm
2m

22m
ð19Þ

at the tiny cost of one bit of the additional mark-bit,
which results in embedding rate decreased by l

lþ1 in
terms of percentage and extra modification quantity in-
creased by 0.5. So, the embedding efficiency of the pre-
sented method here is EE, as formula (20) shown.

EE ¼ l
l
2
−
Cm

2m

22m
� l
2
þ 1
2

¼ 2

1−
Cm

2m

22m
þ 1

l

ð20Þ

5 Experimental results and discussion
Simulation environment is Intel Core i5, 2.67 GHz CPU,
4 GB memory, and the compiler environment is Micro-
soft Visual Studio 2008, VC++6.0, in operating system
Windows 7. Secret information is a binary bit stream
generated by a pseudorandom generator.
The experimental images are downloaded from BOSS-

Base which are natural images of 5000 different content,
hue, and texture complexity taken from different digital

cameras. They are converted into a gray scale image of
512 × 512 in size.
Table 1 lists the performance of the proposed stega-

nography algorithm under the different block length l in
the embedding process. The embedding rate and the dis-
tortion rate increase as l goes up as shown in Fig. 9a, b.
Therefore, the improvement of distortion rate is at the
expense of reducing embedding rate, and l can be used
as a tradeoff control between embedding rate and distor-
tion rate.
Compared with the LSB-based embedding algo-

rithm, the signal-to-noise ratio is improved signifi-
cantly. But with the change of block length l, the
peak signal-to-noise ratio (PSNR) remains almost un-
changed. Matrix embedding algorithms in [9, 26] im-
prove embedding efficiency at considerable expense of
reducing embedding rate. By contrast, the proposed
HPSB algorithm well balances embedding rate and
embedding efficiency. From experimental results, it is
noted that with l increasing the embedding rate is
improved while embedding efficiency remains 2.3
above as shown in Fig. 9c.
Under different block length of l, Table 2 compares

the theoretical value of modification gain rate and em-
bedding efficiency with the actual value. The actual value
in the table is the average of the experimental data of
the 5000 test images. From Table 2, it is an astonishing
coincidence that the experimental data of modification
gain rate and embedding efficiency are in line with the
theoretical value.
It is revealed that in the course of embedding secret in-

formation, the change of the least significant bit is a discrete
stationary stochastic process. Meanwhile, it is found that

Table 3 Performance comparison of HPSB and Mao’s [11]
algorithms

Embedding
algorithm

Embedding
rate

Embedding time
(s/104 bit)

Embedding
efficiency

Proposed algorithm 0.89 0.0023 2.35

Mao’s [11]
algorithm

0.75 0.0985 2.29

Table 4 Performance comparison of HPSB and HPS

Image
ID

PSNR Histogram distortion Relative entropy

HPS HPSB HPS HPSB HPS HPSB

1 51.14 52.54 1172 282 0.000589 0.000093

2 51.14 52.53 786 360 0.000117 0.000080

3 51.14 52.53 618 374 0.000126 0.000059

4 51.14 52.53 952 384 0.000197 0.000097

5 51.15 52.52 602 320 0.000154 0.000055

6 51.16 52.54 752 388 0.000057 0.000029
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this is an interesting case of the law of large numbers, i.e.,
Bernoulli theorem, in digital image processing.
All tests are carried out on approximately 5000 images

with a fixed size of 512 × 512 pixels. The two average
values of modification gain rate and embedding effi-
ciency remain almost stable.
In addition, as formula (19) shows, the expression is

some complicated and the computational complexity of
MGR increases rapidly as m goes up, where the meaning
of m is as same as formula (16). To be convenient for
analysis, formula (19) is simplified to 1ffiffiffiffiffi

πm
p using the Stir-

ling formula (17). From this simplified expression, it can
be clearly noticed that the MGR slowly decreases with
the increase of m as shown in Fig. 10. Under the experi-
mental circumstance of this paper, that l is 8 can well bal-
ance embedding rate and histogram distortion.
The fast algorithm of matrix embedding proposed by

Mao Qian in Ref. [11] is also based on minimizing the
modification of pixel value to achieve higher embedding
efficiency. In terms of embedding rate, embedding time,
and embedding efficiency, the performance of HPSB al-
gorithm is compared with that of [11] side by side in
Table 3. In the comparison, the block length of the
HPSB algorithm is 8. From the data in the table, it can
be concluded that the embedding rate and embedding
efficiency of HPSB steganography algorithm are higher
than those of [11], other than the embedding time which
is much less than that of [11]. In addition, the algorithm
in [11] does not implement histogram preserving. There-
fore, compared with the algorithm in [11], the proposed

algorithm has the extra advantage of histogram preser-
vation. As mentioned in Section 2.3, since algorithm in
[28] is of high computational complexity, the corre-
sponding comparison is omitted.
The data in Table 4 are the comparison between the HPS

algorithm [33] and the proposed HPSB algorithm, in which
the block length of the HPSB steganography algorithm is 8.
The images used for comparison are shown in Fig. 11.
Relative entropy (RE) is defined as follows:

DðPc j Psj Þ ¼
X

q∈Q
Pc qð Þ log2

Pc qð Þ
Ps qð Þ ð21Þ

where Pc and Ps are probability distribution of cover data
and stego data respectively, and Q is the set of all pos-
sible values of cover data and stego data. For gray scale
image, the formula can be described as:

DðPc j Psj Þ ¼
X255

n¼0
Pc n½ � log Pc n½ �

Ps n½ � ð22Þ

Histogram distortion (HD) is defined as follows:

Dh ¼
X255
n¼0

j hc n½ �−hs n½ � j ð23Þ

where hc[n] and hs[n] respectively represent the number
of cover pixels and stego pixels whose value is n.
The results in Table 4 demonstrate that the PSNR, RE,

and HD of the HPSB steganography algorithm are super-
ior to those of the HPS algorithm, but the HPSB

Fig. 11 The images in Table 4
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steganography algorithm achieves this performance super-
iority at the cost of discounting the embedding capacity.

6 Conclusions
In this paper, the mathematical derivations of the HPSB
algorithm are presented and the formulas exploited are
verified by experimental data. Compared with other histo-
gram feature-preserving steganography algorithms, the
HPSB algorithm achieves higher peak signal-to-noise ra-
tio, lower relative entropy, and lower histogram distortion,
at the cost of insignificant reduction in embedding cap-
acity. Compared with the given existing matrix embedding
algorithms, with the same embedding capacity, HPSB al-
gorithm attains higher embedding efficiency. Especially,
when embedding capacity increases up to the upper limit,
the embedding efficiency remains stable and the computa-
tional complexity stays low in HPSB. These advantages
make HPSB steganography algorithm easier to use when
applied on the devices with limited resources, e.g., mobile
terminals. The further research is set to explore the ad-
justability of the embedding efficiency of HPSB algorithm.
In addition, applying the proposed algorithm to video or
audio domain is also worth investigating in the future.
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