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Abstract

Research related to computational modeling for machine-based understanding requires ground truth data for
training, content analysis, and evaluation. In this paper, we present a multimodal video database, namely
COGNIMUSE, annotated with sensory and semantic saliency, events, cross-media semantics, and emotion. The
purpose of this database is manifold; it can be used for training and evaluation of event detection and summarization
algorithms, for classification and recognition of audio-visual and cross-media events, as well as for emotion tracking. In
order to enable comparisons with other computational models, we propose state-of-the-art algorithms, specifically a
unified energy-based audio-visual framework and a method for text saliency computation, for the detection of
perceptually salient events from videos. Additionally, a movie summarization system for the automatic production of
summaries is presented. Two kinds of evaluation were performed, an objective based on the saliency annotation of
the database and an extensive qualitative human evaluation of the automatically produced summaries, where we
investigated what composes high-quality movie summaries, where both methods verified the appropriateness of the
proposed methods. The annotation of the database and the code for the summarization system can be found at
http://cognimuse.cs.ntua.gr/database.

Keywords: Video database, Saliency, Cross-media relations, Emotion annotation, Audio-visual events, Video
summarization

1 Introduction
Videos of all kinds (i.e., movies, documentaries, home
videos, music videos, etc.) have grown into an easily cre-
ated and distributed media, and many hours are produced
and uploaded to the internet every day. One of the main
research challenges that arise, with this increasing amount
of video data, is the automatic video understanding that
will assist people with effective organization, retrieval,
indexing, compression, or even summarization of the
video content. People in order to parse, structure, and
organize pieces of information use cognitive mechanisms
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such as attentional selection and information abstrac-
tion, which are grounded in conscious or non-conscious
activities.
Attention may have two modes, a bottom-up stimulus-

driven and a top-down expectation driven. Bottom-up
saliency is mainly based on the sensory cues of a stimulus
captured by its signal-level properties like spatial, tem-
poral and spectral contrast, complexity, scale, etc. [1–4].
Attention, on the other hand, is a wider concept, includ-
ing activities such as top-down cognitive information
processing, object searching, action taking, and others
[5, 6], usually constituting a multimodal process employ-
ing visual, audio, and semantic cues. Multimodal saliency
as well consists of the fusion (both intra- and cross-modal)
of the individual sensory modalities (aural, visual, linguis-
tic, etc.) across time or perceptual scene. During the last
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years, many computational frameworks have been pro-
posed for attention and saliency modeling, since they
play a significant role in various multimedia applications,
such as action recognition [7–9], behavioral analysis, and
movie summarization [10–12].
In order to perform tasks such as automatic index-

ing, retrieval, or classification of audiovisual data, such as
videos, it is crucial to have ground truth data for train-
ing, content analysis, and evaluation. Further, there is the
need of mechanisms that go beyond single-modality con-
tent analysis to multimedia and cross-media semantics
[13], leading us towards the emerging demand of datasets,
where all modalities are annotated with salient segments,
actions, objects, or even the semantically important inter-
relations for message formation. The so far existing
datasets include video clips and human annotations of
the most significant visual actions, since they only deal
with visual interestingness. Moreover, databases intended
for audio event or visual action classification consist
of independent and trimmed audio files or short video
clips up to a few minutes containing only the specific
event (rather than longer continuously annotated seg-
ments with a variety of events, such as the COGNIMUSE
database).
Video summarization, which is the task examined in

this work, addresses the problem of providing a short
summary of a full-length video, including mainly informa-
tion required for context understanding; however, without
sacrificing the initial informativeness and enjoyability of
the original material. Hence, an ideal video summary
would contain all salient video segments, regarding both
action and comprehensibility, yet being short in length.
Video summarization constitutes an actual motivating
challenge, mainly because we need prior knowledge of its
main topic, that also acts as indicator of importance. Sum-
maries that are well designed can actually improve many
aspects of the users’ experience, allowing them to glance
through all the existing data quickly and thus take imme-
diate decisions on how valuable the content is. In video
production and particularly in the production of movies,
there are empirical rules that are used so as to enhance the
viewing experience or even attract the viewer’s attention.
In the same way, a summary produced either manually
by a human or automatically by a computational system
has to consist of those characteristics that will captivate
human attention and embody elements, which will assist
the development of the plot.

1.1 Contributions and overview
In this work, we propose the COGNIMUSE1 database
and we provide a computational framework for salient
event detection and attention-based summarization. The
COGNIMUSE database is a multimodal video oriented
database, including movies and travel documentaries,

annotated with audio-visual and semantic saliency,
audio-visual events and actions, cross-media relations
as well as emotion (Sec. 3), see also Table 1 for a
brief description of the various annotation schemes. The
advantages of this database are manifold. It can be used
for training of event detection and summarization algo-
rithms, as well as for evaluation of the automatically
selected salient events and the produced summaries. The
multiple and individually annotated streams/modalities
also offer the possibility to evaluate different tasks, i.e.,
separately the three information streams (i.e., video,
audio, and text). The additional annotation schemes, thus
the audio-visual and cross-media events, and the emotion
annotation can be used for audio-visual event classifica-
tion, tracking, categorization of salient events regarding
the above named schemes, or even for exploitation of the
most relevant events in the automatically produced sum-
maries (towards the end of creating user-defined sum-
maries). Additionally, the fact that it contains long videos
that are continuously annotated, renders it more relevant
and useful, than existing databases for tasks such as recog-
nition, tracking, and crossmodal longitudinal analysis. In
order to enable comparisons with other computational
models, we also present an extension of our baseline
multimodal saliency-based movie summarization system,
whose first version was described in TMM13 [12]. This
extension includes a unified energy-based computational
framework for visual and audio saliency estimation and a
method for text saliency computation (Sec. 4). A machine
learning approach (Sec. 5.1) is used so as to validate the
efficiency of our models, and a new movie summariza-
tion algorithm is introduced (Sec. 5.2). Finally, we report
on results (Sec. 5.3), both objective using the datasets
saliency annotation as ground truth, as well as subjective,
i.e., extensive qualitative user experience evaluation scores
(for part of the videos). The evaluation verifies the appro-
priateness of the proposed methods and the quality of the
produced summaries that consist of salient and semanti-
cally coherent events. Part of the experimental evaluation
of this extended computational model was first presented
in ICIP15 [14].

2 Background/related work
2.1 Video summarization
Video summarization has been the subject of many recent
research works and various algorithms have been pro-
posed in order to tackle the problem [12, 15–20]. Some
of the methods used for summarization can relate to user
attention or saliency models [12, 21, 22], be domain-
specific [23], i.e., be based on a specific topic, such as
sports, news, documentary, movies, etc., or relate to the
video’s story [20], be based on users’ preferences, the
query context [18], or even focus on dominant con-
cepts [24]. Automatic summaries can be generated either
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Table 1 Annotation schemes included in the COGNIMUSE database, providing also a brief description for each layer/category

Annotation Scheme Annotated Content Layers/Categories Annotation Description

Saliency i.e., video ele-
ments that captured the
viewer’s attention instan-
taneously or in segments

Total: ca. 7 h including:
Seven Hollywood movies
(ca. 30 min/each) One
full-length movie (ca. 100
min) Five travel series (ca.
25 min/each)

Audio Acoustically interesting segments i.e., abrupt/loud sounds etc.

Visual Visually interesting segments i.e., motion, color variations etc.

Audio-visual Audio-visually interesting segments i.e., an explosion (that
includes both visual and acoustic saliency)

Semantics Conceptually important as stand-alone semantic events i.e.,
names, plot elements, facial expressions etc.

Informative Segments Segments important for understanding the plot of the specific
video clip, considered also as a manually generated summary.

Expert Summaries Summaries created by an “expert” related professionally with
film production.

Audio Events Total: ca. 5 hours including:
Seven Hollywood movies One
full-length movie

Human Events regarding various human, nature, or mechanical sounds
and music, i.e., voice, movement, animal sounds etc. For more
info see Table 4.

Nature
Mechanical

Music

Visual Actions Facial actions General facial actions or body movements incl. object manipu-
lation or interaction, i.e., talk, smile, sitting down/up. For more
info see Table 5.

Body movements
Gestures

Cross-media semantics Total: ca. 100min including: One
full-length movie

Equivalence Interaction relations between different modalities, i.e., images,
language, body movements or acoustic events.Complementarity

Independence

Emotion Total: ca. 3.5 hours including:
Seven Hollywood movies

Arousal Corresponding to viewer’s excitement and describes
emotional evaluation from negative to positive.Valence

by using key frames, which correspond to the most
important video frames, representing a static storyboard
[16, 17, 19], or with video skims combining the most
descriptive and informative video segments [12, 20]. For
more general reviews about video summarization, we
refer the reader to [11, 12, 21, 22, 25].

2.2 Evaluation methods
A common approach for the evaluation of summarization
algorithms—closely related to quality of experience (QoE)
methodology–is to perform qualitative user-based studies
in order to compare various summaries of the same video
[17, 19, 20, 26]. One way to accomplish this is the use of
metrics such as informativeness and enjoyability [12, 22,
26], where the users review the summaries compared to
the original clip and assign a score. The metric of con-
cept coverage evaluates the number of relevant objects or
actions included in a summary [17, 19]. Other methods
for summary evaluation include automatic comparison
to some reference summaries (a method inspired from
text summarization literature [27]), where the comparison
of the produced summary is performed towards a user-
generated summary of the video [16, 19, 28]. Finally, data
exploration tasks have also been used as a quality metric
for evaluation [27].

2.3 Datasets for quantitative evaluation
Such qualitative user studies are imperative, since human
perspective is necessary for implementing systems that

take into account user preferences and thus produce
“user-defined” summaries. However, it is also crucial to
find metrics for automatic evaluation of summarization
algorithms. For this reason, the existence of databases
annotated with the most salient segments, actions, or
objects, so as to avoid extensive and time-consuming user
studies, has come to be a demand.
The TVSum50 dataset [29], developed at Yahoo Labs,

contains 50 videos of various genres (news, how-to’s, doc-
umentaries, and user-generated videos) and their shot-
level content importance scores, including 20 annotations
per video. For video collection, ten categories from the
TRECVid Multimedia Event Detection (MED) task [30]
were selected including five YouTube videos per cate-
gory. Another related dataset is “MED Summaries” [23],
consisting of videos from the MED 2011 challenge. It
was developed for evaluation of dynamic video sum-
maries, tailored to category-specific summarization, and
it includes annotations of important and semantically
consistent segments. In [31], a summarization dataset was
introduced, containing ca. 600 videos (1430 min in total),
from six different domains: “skating,” “gymnastics,” “dog,”
“parkour,” “surfing,” and “skiing,” with ca. 60% of the videos
having highlight annotations. The SumMe dataset for
summarization of user-generated videos was introduced
in [32], containing 25 videos, ranging from 1–6 min, with
15–18 ground truth annotations, i.e., summaries that con-
tain the most important content. Finally, in [17], a dataset
of egocentric videos, filmed with head-mounted cameras,
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was produced, so as to imitate what is actually seen by the
user. Four test videos are publicly available, with a dura-
tion of 17 h, captured by four people while performing
daily activities, including also ca. 1660 spatial important
object segmentations as well as a set of negative frames,
thus not important for the summary.

2.4 Audio and visual events
During recent years, the automatic classification of envi-
ronmental sounds has gained much attention with appli-
cation to content-basedmultimedia indexing and retrieval
[33–35]. Recognition of different sounds in a soundscape
is important, since it can assist in making comparisons
and separate or isolate various sounds [36]. Audio cat-
egorization has been extensively studied in the context
of perceptual soundscape research in [37]. Schafer [37]
was actually one of the first to introduce a taxonomy
for different environmental sounds, proposing six differ-
ent categories, taking into account the sounds’ impor-
tance due to their individuality, their numerousness, or
their domination regarding the soundscape. Brown et al.
[38] proposed a rather detailed taxonomy of the acoustic
environment for soundscape studies showing categories
of places and sound sources (see also [39]). Salomon
et al. [40], based on the work of [38], proposed an
extensive taxonomy for urban sounds. For additional and
more extensive review of previous works, we refer the
reader to [41].
The field of video understanding, on the other hand,

relates to research on object recognition and scene under-
standing, and many large databases with static images
have been introduced for this reason [42, 43]. Action
recognition is one of the most challenging fields in com-
puter vision, and video data is needed in order to evaluate
the various methods that have been proposed during the
last decades [44–52]. Thus, the creation of large datasets
with realistic video data is crucial for the development
of efficient action recognition algorithms, and nowadays,
many databases can be found including a variety of action
categories [53–56].

2.5 Cross-media semantics
For the creation of automatic audiovisual presentations
or summaries, single-modality content analysis is not
enough; we need to go beyond to multimedia and cross-
media semantics for better content selection [13], in order
to preserve comprehensibility and cohesion in commu-
nication [57]. In [58], evidence has been provided that
while watching TV series, brain activity is affected by both
auditory and visual modalities. Semantics on the other
hand are also important to understand what is presented.
In [59], the effect of narration has been investigated (in
form of auditory stimuli or captions) on eye-movement
behavior. Although few would argue against the notion

that when viewing multimedia data the users’ main task
is to follow the line of events (i.e., understand the plot),
no systematic exploration has been made so far regard-
ing the semantic information on viewing behavior and
experience. COSMOROE [60], a corpus-based framework
used in this work as an additional annotation scheme,
provides such a mechanism for the description of how
multimedia information interact to convey a meaning.
Specifically, it defines a set of relations aimed to capture
the crossmodal/semantic interrelations between images,
language, and body movements, so as to capture the
semantic aspects of message formation as well as to
address questions related to how humans combine pieces
of information.

2.6 Emotion datasets
Affective video content analysis aims to automatic emo-
tion recognition with applications in mood-based per-
sonalized content delivery, video indexing, and summa-
rization [61, 62], and ground truth data is needed both
for training and benchmarking. The HUMAINE database
[63], consisting of 50 clips from 1.5–3 min, is annotated
with a wide range of labels, i.e., emotion-related states
(intensity, arousal, valence, etc.), context labels, emotion
words, and others, in a framewise manner; however, it
is intended mainly for illustration of key principles of
affective computing rather than applying it to machine
learning. FilmStim [64] includes 70 film excerpts from 1
to 7 min, intended to elicit emotional states in experi-
mental psychology experiments. Even though it is one of
the largest databases, it uses unique global labels for emo-
tional ranking (i.e., anger, sadness, fear, etc.), which is not
sufficient to build ground truth data. DEAP [65] is an
other database with ratings on arousal, valence, and dom-
inance, containing 120 1-min music videos. MAHNOB-
HCI [66], a multimodal database composed of 20 short
(35–117 s) emotional excerpts derived from commercially
produced movies and video websites, is also annotated
with respect to arousal, valence, and dominance. Finally,
the most recent LIRIS-ACCEDE database [67] contains
9,800 (ca. 26 h in total) video excerpts (8–12 s long),
of diverse genres, with rankings in 2D valence-arousal
space.

3 COGNIMUSE database
The COGNIMUSE database is a video-oriented database
multimodally annotated with sensory and semantic
saliency, audio and visual events, cross-media relations
as well as emotion. Our aim is to introduce a frame-
work that will assist in training and evaluation of event
detection and summarization algorithms, regarding their
accuracy in detecting salient events as well as for con-
tent analysis, with respect to the included annotation
schemes.
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3.1 Data collection and content
The process for the creation of the COGNIMUSE
database included data collection, data conversion, and
annotation in different phases.
Specifically, the dataset consists of half-hour continu-

ous segments (with the final shot/scene included) from
seven Hollywood movies (three and a half hours in total),
which are “A Beautiful Mind” (BMI), “Chicago” (CHI),
“Crash” (CRA), “TheDeparted” (DEP), “Gladiator” (GLA),
“Lord of the Rings—the Return of the King” (LOR), and
the animationmovie “Finding Nemo” (FNE)2. The specific
Oscar-winning movies were selected to form a system-
atic database of acclaimed, high production quality videos
from various genres (i.e., drama, musical, action, epic,
animation). Further, this selection was based partly on
the popularity and partly on the plot structure of the
movies, which are made exclusively for the establishment
of the emotional disposition themes of the characters.
They include basic concepts, such as themain character/s,
the desire, and the conflict as well as typical features such
as music, vivid color variations, audio and visual effects,
speed of action, etc., which are used as a powerful tool
for developing the plot, leading therefore to effective sum-
maries. The seven movie segments were annotated with
sensory and semantic saliency, audio-visual events and
emotion.
Five travel documentaries (ca. 20min long each), includ-

ing four episodes from “Alternate Routes” series, namely
“London” (LON), “Tokyo” (TOK), “Sydney” (SYD), “Rio”
(RIO), and one episode from “Get Outta Town” series,
i.e., “London” (GLN), were also annotated with sen-
sory and semantic saliency. These specific TV travel
series usually involve one or more presenters visiting
different places, being in contact with the locals, inter-
viewing people, explaining the habits, traditions, and
their way of life. They were selected due to the rich-
ness of the interacting modalities available in this genre,
including a variety of language modalities (speech, text
in the form of subtitles or in graphics etc.), image
modalities (dynamic images) gestures, and other body
movements.
Finally, a full-length movie, namely “Gone with the

Wind” (GWW) (the first part with total duration 104 min)
was selected for saliency, COSMOROE-based [60], and
audio-visual event annotation. The annotation of cross-
media relations in a full-length movie is essential, in order
to study the cross-media semantic interplay at a full-scale
level. This actually allows to (a) make valid observations
on which relation types are more frequently used in a
specific genre and (b) explore potential interaction pat-
terns among relations as the movie evolves. Moreover,
the selection of this movie is not only useful but also
a necessity for the purpose of evaluating the developed
movie summarization algorithm and the automatically

produced summaries on a full-scale and semantically
complete movie.
The Hollywood movies were taken from the official

DVD releases, and for reference purposes, the exact time
sequences were noted, while the rest of the data were
downloaded from the web under a creative commons
license. The movie segments were ripped and saved in .avi
format in high resolution for summary visualization and
rendering, and small resolution for processing and anno-
tation. The full database also includes movie subtitles or
transcripts, which are used for text processing and text
saliency estimation.

3.2 Saliency annotation
All database videos have been annotated with respect to
(mono- and multimodal) sensory and semantic saliency
(in a binary mode), including scene and shot segmen-
tation, by three annotators in separate runs for each
individual saliency layer, starting with audio annotation,
followed by visual, audiovisual, semantics, and the anno-
tation of the informative segments. Figure 1 shows the
annotation interface as well as key frames that were anno-
tated as salient or not in the various modalities/layers. For
annotation purposes of all the saliency layer, Anvil3 a free
video annotation tool has been used, which offers frame
accurate, multi-layered annotation driven by user-defined
annotation schemes [68]. Although this kind of annota-
tion is considered highly subjective—user preferences on
what is important cannot be dictated—the three trained
annotators could consult an instruction’s manual, created
for this task, in order to achieve as high as possible degree
of annotation uniformity. The various types of annotation
were performed across multiple days, in order to avoid
fatigue.
The movie clips were first manually segmented into

shots (i.e., the interval between editing transitions, such as

Fig. 1 Interface for saliency annotation, showing the different
annotation layers and the respective key frames
(red lines show the time instances of the specific frames) that were
labeled as either salient or not in each layer
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cut or fade) and scenes (defined as a complete, continuous
chain of actions (shots) that occur at the same place and
time). The average shot and scene duration for the movies
were 3.5 s and 2.3 min, while for the travel documentaries,
the respective duration was 3 s and ca. 40 s, respectively.
Next, sensory and semantic saliency content annotation
was performed, i.e., segments that captured the viewer’s
attention, with respect to the following layers.

Sensory information: This is a pre-attentive layer of
saliency, where the annotation has been performed
quickly, effortlessly, without any focused attention, and
with little or no searching required. The annotation
was based on video elements that captured the view-
ers’ attention instantaneously or in segments including
monomodal, i.e., audio (A) and visual (V) saliency anno-
tation, and multimodal audiovisual (AV) saliency anno-
tation of the sensory content, hence, segments that are
acoustically, visually, or audiovisually interesting, on sep-
arate annotation runs of each individual layer. The audio-
only saliency (A) was annotated by only listening to the
audio stream of the movie segment and the annotators
were instructed not to take into account any semantic
information such as the type of the sound (e.g., speech,
music) or its meaning (e.g., dialogue, genre of music). The
visual-only saliency (V) was annotated by only watching
the movie segment, again without taking into consid-
eration semantic information. For the audiovisual (AV)
annotation, the annotators were instructed to handle the
two streams (A,V) as one multimodal cue. Monomodal
and multimodal salient events included features such as
loudness, pitch variations, and sound effects (aural cues);
contrast, intensity, motion, color (visual cues), and com-
bined audiovisual events, artificial or not.

Semantic information: This layer includes segments
that are conceptually important as stand-alone semantic
events (S) that have a beginning, a steady state, and an
ending, (e.g., important names, plot elements, phrases,
actions, symbolic information, sounds, gestures, facial
expressions indicating a feeling, etc.). The specific events
are not considered important just for the examined movie
but generally, as an objective, direct, or indirect meaning.
For the purposes of our objective evaluations, this layer is
used combined with the sensory AV layer, so as to include
segments that are conceptually important as stand-alone
sensory/semantic events, and henceforth referred to as
audio-visual-semantic events (AVS).

Informative segments: This layer consists of segments
important for understanding the narration plot of the
specific half-hour movie clip. They could be a subset of
the semantically salient information, considered also as a

manually generated skim consisting of descriptive but not
necessarily the most enjoyable action segments.

Expert summaries: For the seven Hollywood movie
clips, summaries (ca. 5 min long) created by an experi-
enced user (professionally associated with film production
and editing) are available. The expert user was instructed
to create a summary in relation to the plot of the 30-min
segment, according to his preferences, which could vary
between 1 and 10 min. Since the creation of a summary
and not a movie trailer was requested, he was urged to
omit segments with strong audio/visual effects that usu-
ally attract the viewer, unless they contained important
information for the development of the plot.

Statistical analysis: Tables 2 and 3 show the percentage
of the annotated salient frames (labeled by at least two
annotators), the average (pairwise) correlation agreement
between the annotators—overall satisfactory, considering
the subjectivity of the task—, and Chronbach α, mea-
suring the internal consistency (“reliability”) between the
three annotators for all videos and annotation layers. The
total annotation time for each individual layer was ca.
4 h for the audio (A) layer, 3.5 h for the visual (V), and
the audio-visual (AV) saliency layers and ca. 6 h for the
audio-visual-semantics annotation. Regarding the inter-
annotator agreements for both metrics, note that it is
higher for the sensory layers (with best agreement for A
and AV) compared to the sensory-semantic (AVS) layer.
Regarding Chronbach α, we notice that for the sensory
A and AV layers, the agreement is acceptable/good for
all videos (> 0.7) with the exception of the travel docu-
mentary “RIO.” In order to overcome the lower agreement
observed for certain videos, the final saliency ground truth
was formed on the basis of consistently labeled salient
frames only (considered as salient by two or all three
annotators).
In order to check the validity of the annotations and

thus see whether the reliability would increase if more
annotators had been employed for the annotation task, we
selected one movie, namely “DEP,” which was annotated
by five more users, thus eight in total. Figure 2 shows how
Chronbach α changes while the number of annotators
increases. As expected, α increases as the intercorrela-
tions among the “test items” increase. For all layers, we
observe that for up to five users, the increase is nominal
(up to 0.07 for V) and many more users are needed in
order to accomplish better reliability. However, the change
while adding more users is rather small comparing to the
increase observed from two to three annotators. Due to
this observation, the constraints such as the fact that the
annotation performed is time consuming (since all layers
are annotated separately) and the subjectivity of the task,
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Table 2 Statistics for COGNIMUSE database (Hollywood movies
and GWW) annotated with salient events

Layer BMI CHI CRA DEP GLA LOR FNE GWW

Percentage (%) of salient frames

A 25.4 56.3 55.0 33.4 60.9 58.3 54.6 69.2

V 30.1 46.3 37.9 32.4 39.2 43.3 36.9 71.5

AV 27.4 47.7 43.1 37.8 49.6 50.7 39.7 70.1

AVS 63.2 76.6 64.8 71.8 68.5 72.7 67.6 88.0

Average (pairwise) correlation between annotators

A 0.54 0.48 0.46 0.49 0.51 0.52 0.42 0.55

V 0.31 0.33 0.32 0.45 0.38 0.43 0.38 0.36

AV 0.45 0.45 0.41 0.54 0.44 0.50 0.44 0.40

AVS 0.29 0.24 0.27 0.29 0.31 0.33 0.23 0.22

Chronbach α for three annotators

A 0.78 0.73 0.72 0.74 0.76 0.76 0.69 0.79

V 0.58 0.60 0.58 0.71 0.65 0.69 0.65 0.62

AV 0.71 0.71 0.68 0.78 0.70 0.75 0.70 0.67

AVS 0.55 0.48 0.52 0.55 0.57 0.59 0.47 0.45

we can claim that the correlation between the annotators
is acceptable.

Additional material: For all video data included in the
COGNIMUSE database, the additional material includes
(i) the number of total sentences included in each video
with their start and end times, (ii) the number of words per

Table 3 Statistics for COGNIMUSE database (travel
documentaries) annotated with salient events

Layer LON RIO TOK SYD GLN

Percentage (%) of salient frames

A 58.7 43.8 60.0 55.1 45.6

V 46.5 48.5 46.6 48.8 40.5

AV 53.9 50.3 54.7 53.7 42.5

AVS 72.7 79.4 80.3 80.4 72.5

Average (pairwise) correlation between annotators

A 0.62 0.25 0.57 0.68 0.52

V 0.50 0.31 0.33 0.51 0.40

AV 0.61 0.33 0.56 0.65 0.43

AVS 0.25 0.08 0.21 0.23 0.28

Chronbach α for three annotators

A 0.83 0.50 0.86 0.80 0.77

V 0.75 0.57 0.76 0.60 0.67

AV 0.83 0.59 0.85 0.79 0.70

AVS 0.51 0.21 0.48 0.45 0.54

Fig. 2 Inter-annotator agreement showing Chronbach α for eight
users on the movie “DEP”

sentence, and (iii) part-of-speech (POS) tag for each word
with start and end times (or start and end frame index).
The information provided for the words and sentences
respectively has been obtained automatically by the anal-
ysis of the time-aligned transcripts, by performing forced
segmentation on the audio stream using the text transcript
and phone-based acoustic models. More specifically, the
Sonic ASR toolkit [69] was used and general-purpose
acoustic models, i.e., content-dependent tri-phone hidden
Markov models trained on clean speech. Next, a shal-
low syntactic parser that performed POS tagging was
used, specifically, a decision-tree-based probabilistic tag-
ger [70]. For more information, we refer the reader to
TMM13 [12].

3.3 Audio events and visual actions annotation
All movies included in the database have been anno-
tated with audio events and visual actions. In total five
annotators watched, the eight movies with both audio
and visual streams simultaneously playing and marked
the temporal boundaries of each predefined event. Since
various of the events could have some temporal overlap,
the annotation scheme included multiple layers for the
same category, so as to enable the annotation of the same
event more than once in the same time sequence. Such
cases occur for instance when a dialogue evolves, in other
words whenever two or more actors are present in a scene.
Certain events, like talking, laughing, punching, etc. are
multimodal, including both an acoustic event and a visual
action (if visible) and thus they are annotated in both
modalities. Such events are considered to be a projection
to each individual modality.
One of the main contributions of this annotation

scheme, compared to other audio [38, 40] or visual action
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[54, 55] datasets, is that the employed movies are continu-
ously annotated; thus, useful not only for classification but
also for event recognition as well.

Audio events: For the audio event annotation, we con-
sider the sound taxonomies proposed in [40]. The specific
dataset includes 1302 recordings (27 h in total thereof
18.5 h are annotated) containing sounds from ten classes.
For the needs of this work, four main categories were
selected, i.e, (i) human sounds, (ii) nature sounds, (iii)
mechanical sounds, and (iv) music, which are divided in
two additional subcategories, as can be seen in Table 4.
Subcategory two, in almost all categories, was enhanced
with acoustic events that were assumed to be encoun-
tered often in the COGNIMUSE database, e.g., breathing
sound in voice and horse galloping/neighing in the animal
sounds. Moreover, in the music category, we included the
annotation of the genre and the instruments (which were
labeled according to the annotators’ knowledge and judg-
ment). Finally, some of the categories were further sub-
divided and made more distinct; as for instance, speech
sounds were explicitly annotated as being male, female,
child, or synthetic. The audio events that were added in
the second subcategory (and thus are not included in the
taxonomy of [40]) can be seen in italics in Table 4. Note
that in square brackets, you can see the subcategories that
no instances were found during the annotation.

Visual actions: For the visual action annotation, we
selected categories specifically related to human actions.
For this reason, the animation movie “Finding Nemo”
was excluded, since the lead characters are non humans
and the annotation scheme could not be applied. The
selected categories were derived from popular and chal-
lenging databases for action recognition, i.e., Hollywood2
[54], HMDB [55], and the more recent work for action
recognition [71]. Hollywood2 consists of 1707 clips from
12 categories selected from different movies with average
length of 11.6 s. HMDB is one of the largest databases
as it contains 6766 clips from 51 categories, where the
clips were selected from movies and internet videos, hav-
ing an average length of 3.15 s. In [71], a dataset annotated
with sequences of actions is proposed. Clips from 69
movies were extracted based on Hollywood2 actions and
were manually annotated with 16 classes (12 of which
presented in Hollywood2). Recently, larger databases for
action recognition have been proposed, i.e., UCF101 [56]
with 101 categories and Sports1M [50] with 487 classes
and one million clips; however, their categories are mainly
related to sport activities and therefore not relevant for
our task.
The categories used in our annotation scheme are a

union of the actions employed in the three above men-
tioned datasets, i.e., (i) general facial actions, (ii) facial
actions with object manipulation, (iii) general body move-
ments, (iv) body movements with object interaction, and

Table 4 Categories for audio event annotation

Categories for Audio Event annotation

Categories Subcategory 1 (no. of layers) Subcategory 2

Human Voice (×3) speech male, speech female, speech child, [speech synthetic], crowd noise, laughter,
shouting, crying, coughing, [sneezing], breathing, spitting, singing, infant, other

Movement (×3) footsteps, punching, other

Nature Elements (x2) wind, water, waves, thunder, fire, sand, other
Animals (×2) dog bark, [dog howl], bird tweet, bird sing, horse galloping, horse neighing, [sheep], other
Plants/Vegetation (×2) [leaves rustling,] [other]

Mechanical Construction (×2) [jackhammer], hammering, drilling, [sawing], engine running, other
Ventilation (×2) [air-conditioner], other
Non-motorized Transport (×2) bicycle, skateboard, other
Social Signals (×2) bells, clock chimes, alarm/siren, [fireworks], gun shot, explosion, glass breaking, door rusty,

door opening/closing, swords, other
Motorized Transport (×2) [marine], rail, road, [air], [other]

Music Amplified (×1) live, recorded
Non-amplified (×1) live
Sound Source (×1) Diegetic: originated from the source within the film’s world, Non-diegetic: mood music Back-

groundmusic: whenmusic is not the basic element in the scene Foregroundmusic: whenmusic
is basically the only thing you hear

Genre (×1) classical, symphonic, rock, pop, [punk], jazz, folk/country, blues, [metal], rock ’n roll, hiphop,
[reggae], electronic, funk/soul/rnb, ethnic/world, other

Instrument (×1) [keyboard], string,wind, percussion, orchestra, electronic/amplified,mixed (e.g., rock band etc.),
other
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(v) body movements for human interaction. Those were
extended with a sixth category, specifically (vi) gestures
that we assumed to be encountered in a regular basis. Ges-
tures can be considered as a special case of general actions
and are really important for the comprehension of the
semantics. The list of the employed visual actions as well
as their subcategories are presented in Table 5, where in
italics the additionally included actions can be seen and in
square brackets the actions that no instances were found.
Table 6 shows the total number of instances per anno-

tated audio and visual category, plus the total duration
in minutes (the overlapping instances are counted as
well). We note that almost 19 h with 6262 instances of
audio events are annotated in the various categories. From
those, more than 4 h are annotated as voice, almost 4 h
as music, ca. 16 min as social signals, ca. 20 min as ani-
mal sounds, etc. Additionally, ca. 4.5 h with 4847 instances
are annotated as visual actions, whereof more than 2 h are
annotated as general facial actions and more than 1 h as
general body movements.
Table 7 shows subcategories with duration that exceeds

20 min in total. We notice that “male” and “female voice”
has the longest duration and it is reasonable that the
visually annotated “talk” action takes up almost the same
duration. Regardingmusic genres, “symphonic” was found
the most, while the action for “walk” was annotated 456
times with a duration of ca. 42 min. There were also
events that had numerous instances; however, their total
duration was quite small. Those events can be seen in
Table 8.

3.4 Cross-media semantics annotation
Communication among people is primarily multimodal.
People usually use different modalities, as for instance
speech and body movements, in order to interact with
each other. The information that is communicated by
these modalities is fused and form coherent messages.

The cross-media semantics annotation of “Gone With
the Wind” aims at characterizing the multimodal mes-
sages that are presented in the movie and thus contribute
to the analysis of the semantic interrelations between the
various modalities that are examined, i.e., images, lan-
guage, body movements, and acoustic events. The anno-
tation scheme was based on the COSMOROE framework
[60]. Next, we describe the annotation process in GWW
and we present the most relevant results and statistics. For
the annotation, the ELAN4 tool was used [72].
In the COSMOROE framework, three major types

of interaction relations can be found: Equivalence,
Complementarity, and Independence. Each type with its
subtypes are described next, using examples from GWW
for better understanding. A segment annotated with a
COSMOROE relation consists of a label, indicating the
type of the relation, and of various visual, audio and text
elements (with start and end times). Specifically, 470 rela-
tions were annotated including the following elements:
(a) utterance text (i.e., spoken language transcription), (b)
graphic or scene text (text information that occurs on
the screen), (c) frame sequences, thus part of shots that
participate in a relation, (d) key frame regions, depicting
a particular object of interest in a sequence of frames,
(e) body movements and gestures (i.e., head movements,
deictic gestures), and (f ) acoustic events. The duration of
the annotated segments range from 0.3–135 s.

Equivalence: Different modalities or media can express
semantically equivalent information. Four sub-relations
can be found clustered into two groups: Literal Equiva-
lence and Figurative Equivalence. In Literal Equivalence
we distinguish the relations of Token-Token, which appear
when different modalities refer exactly to the same entity,
uniquely identified as such, and Type-Token, including
cases where one modality refers to a class of entities and
the other refers to one or more members of the class.

Table 5 Categories for visual action/event annotation

Categories for visual action/event annotation

Categories (no. of layers) Subcategory 1

General facial actions (×2) Smile, cry, laugh, chew, talk, other

Facial actions with object manipulation (×2) Smoke, eat, drink, other

General body movements (×2) Sitting down, sitting up, standing up, running, [cartwheel], clap hands, climb, climb stairs,
[dive], fall on the floor, [backhand flip], [handstand], jump, pull up, push up, [somersault],
turn, dance, walk, other

Gestures (×2) Wave hands, point at something, pantomime, other

Body movements with object interaction (×2) Answering phone, driving car, getting out of the car, open car door, open door, brush
hair, catch, draw sword, [dribble], [golf], hit something, kick ball, pick , pour, push some-
thing, ride bike, ride horse, [shoot ball], shoot bow, shoot gun, [swing baseball bat], sword
exercise, throw, other

Body movements for human interaction (×2) Fighting, hugging, kissing, grab hand, threaten person, [fencing], kick someone, punch,
shake hands, sword fight, other
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Table 6 Statistics for COGNIMUSE database (Hollywood movies
and GWW) annotatedwith audio-visual events per event category

Audio events

No. of instances: 6262, total duration in hours: 19.24

Category/Subcategory 1 Instances Dur. (min)

Voice 3809 245.75

Movement 228 19.82

Elements 154 16.91

Animals 222 20.26

Plants 0 0.00

Construction 46 5.19

Ventilation 4 0.54

Non-motorized trans. 18 0.84

Social signals 444 15.66

Motorized trans. 48 3.86

Non-amp. music 12 5.16

Amplified 218 213.28

Sound Source 640 226.91

Genre 231 222.86

Instrument 200 162.80

Visual actions

No. of instances: 4847, total duration in hours: 4.58

Category Instances Dur. (min)

General facial actions 2233 129.67

Facial action with obj. manip. 90 4.08

General body mov. 1215 79.75

Gestures 284 9.09

Body mov. with object inter. 693 33.72

Body mov. for human inter. 332 18.79

For example, a Token-Token relation is defined when an
acoustic event (e.g., the sound of a bell) is combined
with the visual representation of the entity producing the
sound (i.e., the image of somebody that tolls the bell) as in
Fig. 3a. A Type-Token relation would be annotated when
someone utters the word “baby” and a baby is presented in
a sequence of frames. In Figurative Equivalence two types
of relations are detected:Metonymy andMetaphor, mean-
ing that the recipient of themultimodal message considers
two entities as semantically equal despite that each media
presents a different entity. The most common metonymic
pattern is “part for whole”; the image presents a part of an
entity while the language refers to the whole (e.g., the word
“land” and an image showing only a part of the land, see
Fig. 3b). Finally, Metaphor relations, which actually occur
rarely, would be defined when a media draws a similarity
between two referents belonging to different domains.

Table 7 Statistics for COGNIMUSE database (Hollywood movies
and GWW) annotated with audio-visual events per event category.
Subcategories that their annotated instances exceeded a
duration of 20 min in total can be seen

Most frequent audio and visual events

Category/subcategory Instances Dur. (min)

Voice: speech male 1874 102.39

Voice: speech female 1048 55.55

Voice: crowd noise 188 42.68

Sound source: background music 350 158.20

Sound source: foreground music 290 68.71

Genre: symphonic 119 118.61

Genre: other genre 70 42.14

Instrument: string 32 23.29

Instrument: percussion 102 91.86

Instrument: mixed 16 22.71

General facial actions: talk 1915 114.67

General body mov.: walk 456 41.72

Complementarity: The information expressed through
the different modalities (i.e., audio, video, or text) comple-
ment each other. Complementarity relations are divided
into two sub-relations, those in which the combination
of the information expressed by different media is essen-
tial for the comprehension of themultimedia message and
those where the information is non-essential. Both essen-
tial and non-essential complementarity include the rela-
tions of Exophora, Agent-Object, and Apposition. Adjunct
relations are classified as non-essential.
Specifically, Exophora includes cases of “anaphora,”

where one modality resolves the reference made by
another. For example, the phrase “the darling thing” does
not express a specific object; however, this information

Table 8 Statistics for COGNIMUSE Database (Hollywood movies
and GWW)annotatedwithAudio-Visual eventsperevent category.
Subcategories with numerous instances but with small duration

Frequent audio and visual events with small duration

Category/subcategory Instances Dur. (min)

Voice: shouting 204 8

Voice: crying 101 7

Voice: breathing 102 18.55

Movement: footsteps 165 11.51

Social signals: door opening closing 114 2.18

General facial actions: smile 115 3.72

General body mov.: running 109 5.56

General body mov: turn 216 4.79

Gestures: wave hands 116 3.97
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Fig. 3 Examples of COSMOROE cross-media relations in “Gone with the Wind.” a Token-Token. bMetonymy, part for whole. c Complementarity,
Exophora Essential d Complementarity, Agent-Object Essential

is provided by the image as in Fig. 3c, where a hat is
depicted.Agent-Object relations are related to cases where
an intentionally omitted subject or object is revealed in
another modality, e.g., in the phrase “Scarlet, you look,”
the omitted object is a piece of paper that Scarlet is urged
to look at, see Fig. 3d. In Defining Apposition relations,
the extra information provided by one medium identi-
fies or describes someone or something, i.e., a woman
that appears on the screen is called “hostess.” However,
we would not be able to identify her as such, unless the
audio-textual information had revealed it. Cases of Non-
Defining Apposition relations are presented when one
modality reveals a generic property or characteristic of
the very concrete entity mentioned by another. Adjunct
is a non-essential relation that denotes an adverbial-type
modification. For instance, a woman is shouting “Get out
of there!” while a boy is running out of a house; in this case,
the action of running (thus the body movement itself )
reveals how the boy is getting out.

Independence: Each modality carries an independent
message and their combination creates a coherent mul-
timedia message. In this relation, three subtypes can be
found: Contradiction, when the different modalities are
semantically opposite or incompatible; Symbiosis, when
different modalities expresses different information (i.e.,
spoken information that is not depicted on the visual
modality); andMeta-Information, a relation that could not
be found in movies.
Table 9 shows the percentage (%) of the relations that

have been annotated in the movie. Contradiction is not
presented, since only one instance was annotated. More-
over, the symbiosis relation, which actually does not
provide any useful information, was omitted from being
annotated, since it includes all segments that do not
belong in another relation.
The elements that are annotated and participate in

a COSMOROE relation are presented in Table 10
(Utterance-Text, Graphic and Scene Text are grouped as
Utterances while Objects include Key Frame Regions and

Frame Sequences). Two values can be seen; the first one
concerns the total number of annotations, while the sec-
ond one equals to the number of unique labels, when
multiples of the same label are excluded. From the analysis
of the COSMOROE annotations, we notice the following
patterns. Firstly, in Token-Token relations, the majority of
annotations concerns the combination of acoustic events
with body movements, either of a human or the animal
that produces the specific sound. Additionally, one in five
of these cases include combination of labels: name of a
person and his figure. Usually a noun, or a verb (less fre-
quently), and its visual representation is classified as a
Type-Token relation. The most frequent metonymic pat-
terns are “part for whole,” followed by “action for goal” and
“action for cause,” refer to [60] for their definitions. Pro-
nouns and local adverbs are themajority of utterances that
are contained in Exophora relations, while deictic gestures
participate in 27% of the total cases of Exophora.
Correlation between the four saliency layers (i.e., audio,

visual, audiovisual, and semantics) and the most frequent
COSMOROE relations can be seen in Fig. 4; intend-
ing to show the salient crossmodal relations in each
individual modality. We observe that audiovisual salient
segments correlate mostly with Token-Token, Metaphor,

Table 9 Percentage (%) of the COSMOROE cross-media relations
in GWW

COSMOROE relations Subtypes Percentage of no annotations

Equivalence Token-Token 28.9 73

Type-Token 23.2

Metonymy 19.6

Metaphor 1.3

Complementarity Exophora 13.2 27

Agent-Object 3.8

Appostition 7.9

Adjunct 2.1

Independence Symbiosis 37.5% of total duration
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Table 10 Total number of the elements participating in
COSMOROE relations in GWW, with and without multiple labels

Elements No. of annotations No. of annotations
(duplicates excluded)

Utterances 347 223

Objects 728 140

Body movements 153 73

Acoustic events 125 49

Gestures 34 13

and Metonymy relations, audio salient segments correlate
mostly with Token-Token, Metonymy, and Type-Token,
visual salient segments correlate with Metaphor and
Type-Token, while semantic salient segments with Token-
Token and Metaphor. Interestingly, we note that more
than 40% and up to 70% (for AV) of Adjunct relations
have also been annotated as salient, regardless modal-
ity; however, we have to mention that the total number
of instances was ten; thus, we cannot be certain for the
validity of this result. The presented statistical analysis is
indicative, and more annotated movies (and movie gen-
res) would be needed in order to draw more insightful
conclusions.

3.5 Emotion annotation
We annotated the emotional content of the seven Hol-
lywood movies, primarily to conduct experiments on
recognition and tracking [73]. The emotion representa-
tion selected was that of the two factor dimensional model
of arousal-valence, where the arousal value corresponds
to the viewer’s excitement, whereas valence describes the
emotion evaluation, from very negative to very positive.
The three dimensional variation of this representation,
with the inclusion of dominance (the sense of control over
one’s situation) is also popular; however, the third dimen-
sion introduces a lot of complexity to the annotation

process for very little added information on the emotional
state of viewers [74]. The two-dimensional model used,
along with some sample lexical emotion labels, is shown
in Fig. 5.
For the purposes of this annotation, we distinguish three

types of target emotions: intended, expected and experi-
enced. The intended emotion annotations are meant to
capture the emotional response that the movie tries to
evoke in the viewer, without taking into account whether
it is actually successful. Experienced emotion annotations
represent the actual emotional experience of an individ-
ual while watching a movie. Finally, expected emotion
is the normative emotional response, the expected emo-
tional experience of a random viewer. This distinction
is typically overlooked [75]; however, we feel it is nec-
essary simply by virtue of how different these emotional
experiences may be; a “bad” movie may have very dif-
ferent intended and expected outcomes, while a viewer’s
taste may lead to very different expected and experienced
outcomes. While intended and expected outcomes are
generally more useful, the experienced emotion annota-
tions could be the basis of user-adapted predictions of
emotion [76].

Annotating procedure: Two types of annotation were
performed, with experienced emotion annotated by stu-
dent volunteers and intended emotions annotated by
experts; expected emotion was derived from the experi-
enced emotion annotations. The annotations were per-
formed using the FEELTRACE [77] emotion annotation
tool. The annotators were presented with a two window
interface, as shown in Fig. 6, where they could watch
the movie in one window while registering their emo-
tion annotations on a second window corresponding to
the valence-arousal space, via moving the mouse cursor to
corresponding position.

Fig. 4 Correlation between annotation of saliency and COSMOROE annotation. From left to right: Token-Token, Metonymy part for whole, Compl.
Exophora Ess., and Compl. Agent-object Ess
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Fig. 5 The two-dimensional space of arousal-valence

Seven volunteers, 20–30 years old, two female and five
male performed the annotation of experienced emotion.
Each annotator was given a short training on the inter-
pretation of the emotional space and the tool, before
performing a sample annotation of a short clip from a
different movie. After the training process was finished,
they moved on to annotating the seven clips. Each sub-
ject annotated no more than two clips within the same
day, accompanied by a questionnaire, to be filled after
the annotation was finished, aiming to assess the sub-
ject’s prior knowledge of the movie, as well as their
overall evaluation of the movie. All annotators evalu-
ated all clips, with five (out of seven) performing the
entire process twice to allow the validation of intra-
annotator agreement. Expected emotion was derived
from the individual experienced emotion annotations
using a correlation-based scheme similar to that in [78]
with particularly uncorrelated annotations being rejected
as outliers. Intended emotion annotations were per-
formed three times by a single expert, expected to be very
consistent.

Annotation results: Each annotation results in a pair of
time series, one for arousal and one for valence, pseudo-
continuous in time and values (see also Fig. 10). The values
of each curve are in the range [−1, 1]. The sampling rate of
FEELTRACE is irregular and very high, exceeding 1 kHz,
resulting in very large outcome annotations, which were
downsampled to match the video frame rate of 25 fps.
Figure 7 shows two-dimensional histograms of anno-

tations for intended and expected emotion. The “V”
shape exhibited in both graphs is very similar to that

shown in [74, 75] for the response to emotional media, as
expected. Figure 8 shows some sample frames taken from
the extremes of the two emotional dimensions. Table 11
shows agreement statistics for the annotations of experi-
enced emotion. As expected, the inter-annotator agree-
ment is low; the individual emotional experience is highly
subjective. It is worth noting the differences in agreement
between arousal and valence. Arousal trends are more
consistent, as shown by the higher Pearson correlation
score, while valence absolute values are more consistent,
as shown by the lower differencemetrics. Finally, expected
and intended emotion ended up being highly similar, with
correlation coefficients of 0.74 for arousal and 0.70 for
valence.

4 Multimodal saliency-based computational
framework

Herein, we propose an extension of our baseline multi-
modal saliency-frontend (TMM13) [12], which is a unified
energy-based framework for audio-visual saliency compu-
tation. Specifically, it is an improved synergistic approach
to the problem of audio-visual salient event detection
and movie summarization, also employing text saliency
computation, initially presented in ICIP15 [14]. For the
remainder of this paper, we refer to the two different
frameworks as ICIP15 and TMM13. Next, we summarize
the proposed framework and we present new objective
results on all videos included in COGNIMUSE database.
Figure 9 shows an overview of the proposed video sum-
marization system.

4.1 Visual analysis
For the spatio-temporal visual saliency estimation, we
use an energy-based model [14, 79], assumed to be
more relevant to the cognition-inspired saliency methods
[1, 80]. For the extraction of visual features, our visual
saliency model uses biologically plausible spatio-temporal
3D Gabor filters. First, the original RGB video volume is
transformed into (L,a,b) space and split into two streams,
i.e., luminance and color. In the resulting video volume
ILab(x, y, t), the L∗ component expresses the perceptual
response to luminance, while a∗(x, y, t), b∗(x, y, t) describe
the differences between red-green and yellow-blue colors,
respectively. The double color opponent cells that exist
in the primary visual cortex V1, which are used in color
constancy applications, are modeled using the method in
[81]. The resulting color stream that expresses both the
color intensity and contrast is given by: Cab(x, y, t) =√

(a∗)2 + (b∗)2. Afterwards, a filtering process [79] fol-
lows, called Spatio-Temporal Dominant Analysis (STDA),
which is applied on both channels: luminance and color.

4.1.1 3DGabor Filtering
For the filtering of the luminance channel, we use ori-
ented Gabor filters, due to their biological plausibility and
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Fig. 6 The interface of Feeltrace

Fig. 7 Joint valence-arousal histograms for a intended and b expected emotion (darker signifies higher value)
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Fig. 8 Sample frames for a low arousal, b high arousal, c very negative valence, and d very positive valence

their uncertainty-based optimality. Specifically, quadra-
ture pairs of 3D (spatio-temporal) Gabor filters, which
have identical central frequencies and bandwidth, are
applied. Even though the 3D filtering is a time consum-
ing process, due to the complexity of all required 3D
convolutions, the Gabor filters used are separable [82],
which means that we can filter each dimension on its own.
Thus, we are able to apply only 1D convolutions instead of
3D [79]. The spatio-temporal filterbank used have KG =
400 Gabor filters (isotropic in the spatial components),
arranged in five spatial scales, eight spatial orientations
and ten temporal frequencies. The spatial scales and ori-
entations have been selected to cover a squared 2D fre-
quency plane in a similar way as in [83]. Additionally, we
have used ten temporal Gabor filters, five at positive and
five at negative center frequencies, taking into account the
3D spectrum symmetries. For the static filterbank we have
used the same spatial parameters with zero temporal fre-
quency (LG = 40 filters). The benefit of using both types
of filterbanks, is that the spatio-temporal filterbank can
detect motion activities, while the static one can find sig-
nificant image regions that could attract human attention,
e.g., specific textures or strong edges.

4.1.2 Postprocessing
After the filtering process, for each filter i, we obtain a
quadrature pair output which corresponds to the even-
and odd-phase 3D filter outputs. The total Gabor energy
for each filter can be then computed by taking the sum
of the squared energy of these two outputs, obtaining
KG energy volumes for the spatio-temporal part and LG
for the static part. The first step of Dominant Compo-
nent Analysis [83, 84] is then performed to both energy
volumes (spatio-temporal and static), in order to form
one volume for each one of these independent filter-
ing parts. In order to make our model more robust,
instead of keeping only the dominant energy, we keep
the NB = 6 highest spatio-temporal energies for each
voxel; followed by the computation of their minimum
value, which was experimentally found to perform best.

This way, we have obtained two raw energy volumes for
each stream (luminance and color); the spatio-temporal
dominant energy STDE and the static dominant energy
SDE, which are further smoothed by applying a tempo-
ral moving average (TMA). The produced energy maps
can be mapped to a 1D map giving time-varying saliency
features. Concluding, we employed a simple 3D to 1D
mapping by taking the mean value for each 2D frame
slice of each 3D energy volume. The resulting temporal
feature vectors, which correspond to the four different
TMA energies, along with their first and second tem-
poral derivatives constitute the feature set for the visual
modality.

4.2 Audio analysis
The estimation of auditory saliency is assumed to be
a problem of assigning a measure of interest to audio
frames, based on spectro-temporal cues. The impor-
tance of amplitude and frequency changes for audio
saliency has actually motivated various studies where
subject responses were measured with respect to tones
of modulated frequency or loudness [3, 4, 85]. Specif-
ically, for the analysis of the audio stream, an energy-
based feature set for saliency-modeling was adopted and
approached using the nonlinear differential energy oper-
ator based on the Teager-Kaiser Energy Operator [86].
The Teager-Kaiser Energy Operator (TEO), which can
track the instantaneous energy of a source, is given by:
�[ x]= ẋ2 − xẍ, where ẋ = dx/dt. Teager energy is actu-
ally onlymeaningful in narrowband signals, that is why the

Table 11 Inter-annotator agreement

Metric Valence Arousal

Correlation 0.293 0.409

Difference of means 0.288 0.411

Mean abs. difference 0.445 0.513

Krippendoff’s α ordinal (7 levels) 0.308 0.152

Cohen’s k (7 levels) 0.035 0.029
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Fig. 9 System overview for multimodal saliency and summarization

application of the energy operator is preceded by band-
pass filtering, using 25 linearly-spaced Gabor filters with
50% overlap, resulting in mean instantaneous energies
derived from each filter.
In order to enhance the detection and the classi-

fication accuracy, two more perceptual features were
computed, both assumed to correlate to the function-
ing of the human auditory system and to attention
[87]. (a) Roughness, proposed in [88], is an estima-
tion of the sensory dissonance of a sound, expressing
a sense of roughness of a sound due to rapid fluctu-
ations in its amplitude. A variant model [89], using a
more complex weighting, has been used in this work.
(b) Loudness corresponds to the perceived sound pres-
sure level and for its computation the model proposed
in [87] was used. The resulting temporal sequence of
the 27 features, along with their first and second tem-
poral derivatives constitute the feature set for the audio
modality.

4.3 Text analysis
We have extended the text analysis of TMM13 [12],
and we have included affective modeling of single words
extracted from the subtitles and transcripts included in
the database. Analysis of text to estimate affect is a
relatively recent research topic that has attracted great
interest with application to numerous domains spanning
from tweet analysis [90] to dialogue systems [91]. Met-
rics such as high arousal and high absolute valence are
expected to be good indicators for words related with
salient events [30]. This is due to the fact that humans usu-
ally pick content (i.e., movies, music) based on its affective

characteristics; hence, affective features draw particular
interest to content delivery systems that provide personal-
ized multimedia content, automatically extract highlights
or summaries.
Text analysis in TMM13, was based on part-of-

speech tagging and is summarized next: (a) extrac-
tion of the movie transcript from the English subtitle
file, (b) part-of-speech tagging, (c) audio-text alignment,
(d) assignment of a text saliency value {0.2, 0.5, 0.7, 1}
to each word, and finally (e) text saliency computa-
tion and assignment of a text saliency value to each
frame.
ICIP15 extents this baseline method for text saliency

computation using also affective modeling, based on the
assumption that “semantic similarity can be translated
to affective similarity” [92]. The semantic similarity met-
ric can be computed within the framework of (corpus-
based) distributional semantic models, relying on the
hypothesis that “similarity of context implies similarity of
meaning” [93].
Thus, a word w is characterized regarding its affective

content in a continuous interval space [−1, 1] consist-
ing of three dimensions, namely valence (v), arousal (a),
and dominance (d). The affective content of w, for each
dimension, is estimated as a linear combination of its
semantic similarities to a set of K seed words and the
corresponding affective ratings of seeds (for the corre-
sponding dimension), for more details see [92]. A con-
textual window of size 2H + 1 words is centered on the
word of interest wi and lexical features are extracted.
For every instance of wi in the corpus, the H words left
and right of wi formulate a feature vector xi. For a given
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value of H, the semantic similarity between two words,
wi and wj, is computed as the cosine of their feature
vectors.
In this work, the context-based metric was applied

with H = 1 over a web-harvested corpus, while
the contextual features were weighted using a binary
scheme. The word affective ratings were estimated using
as seeds 600 entries selected from the ANEW lexi-
con [94]. More details about the corpus, seed selection,
and the training of λ weights can be found in [92].
The three affective ratings plus the POS tagging val-
ues constitute the four features for the modeling of text
saliency.

5 Experimental evaluation andmovie
summarization algorithm

5.1 Machine learning evaluation
For the multimodal saliency event detection task,
a machine learning classification approach has been
adopted, where a K-Nearest Neighbor Classifier (KNN)
was employed, instead of experimenting with various
fusion schemes as in TMM13 [12]. We used the combina-
tion of the 4 visual plus the 27 audio features, along with
their first and second temporal derivatives (computed
over 3 and 5 frames respectively). The 4 text features com-
prised the textual feature vector, where a second KNN
model was built. The framework followed the same prin-
ciples as explored in [12, 95] and being further refined
in ICIP15 [14]. Specifically, we considered frame-wise
saliency as a two-class classification problem, while a con-
fidence score was also determined for every classification
result (i.e., each frame), in order to obtain results for var-
ious compression rates and thus produce summaries of
various lengths.
For the various data included in the COGNIMUSE

database, different evaluation setups were adopted. For
the Hollywood movies, a sevenfold cross-validation was
applied, where the annotated frames from six movies
were used for training and tested on the seventh. For
the travel documentaries a five fold cross-validation was
considered, where in the same manner four documen-
taries where used for training and the fifth for testing. For
GWW, two types of evaluation were followed: (a) train-
ing on the seven movies or (b) training on all database
data (i.e., seven movies plus five documentaries) and test-
ing on GWW, so as to explore how the blending of
the two data genres affects the classification accuracy of
a movie.

5.2 Movie summarization algorithm
The movie summarization algorithm presented here is
a modification of the TMM13 algorithm [12]. New fea-
tures were included, which proved to be imperative, as
detailed in the subjective evaluation (see Sec. 5.3). The

initial purpose of those features was to make the automat-
ically produced summaries smoother, regarding audio and
video transitions, but also to enhance the comprehension
concerning the semantics.
For the creation of the summaries, we have used

the classifier’s output, consisting of frames classified as
salient; thus, segments or frames, chosen based on high
confidence scores, form a binary indicator function curve,
representing the most salient audio-visual-text events.
The steps that have been followed are:

1. Median filtering of the audiovisual confidence
scores CAV , in order to obtain a smoother and
coarse AV attention curve, followed by scene-based
normalization (the boundaries of the scenes were
extracted from the manual segmentation).

2. Text confidence scores CT trained only on speech
segments were used, while frames without speech
were set to zero.

3. Late fusion of the audiovisual and text confidence
scores, where a fixed weight w for the text stream
was chosen: CAVT = CAV + w · CT . The text weight
was experimentally set to be w = 0.10 or w = 0.20.

4. Confidence scores sorting so as to define the
segments to be included in the summary; a five
times faster summary than real time was created.

5. Boundary correction of the extracted events is
performed, so as to produce summaries including
meaningful events apart from salient only. Hence,
shot and “speech” reconstruction is performed,
where the boundaries of the manually segmented
shots and the word boundaries are used to assure
that no word “clipping” will occur; where ideas from
mathematical morphology are used and specifically,
the reconstruction opening: ρ−(M|X) � connected
components of X intersecting M [96] (for more
details see [95]). This reconstruction process is of
high value for the produced summaries, for
understanding of the semantics and the creation of
smoother transitions.

6. The final step of the algorithm includes a process
based on TMM13 [12] for the combination of frames
into segments. Thus, (a) segments that are shorter
than N frames are deleted from the summary, while
neighboring segments selected for the summary are
merged if they are less than K frames apart, where
N = 7 and K = 20 (experimentally tuned). (b) The
final rendering of segments into a summary is
performed by using simple overlap-add to tailor
together neighboring segments.

Figure 10 shows the monomodal saliency curves for the
three modalities and the multimodal saliency curves (av
vs avt), where the weight for the text modality was set to
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Fig. 10 Illustration of saliency curves, summarization algorithm, and emotion curves. Monomodal saliency curves for the three modalities (audio,
visual, and text). Multimodal saliency, av vs. avt, where the weight w = 0.1 and summarization algorithm (illustrating the effect of reconstruction
opening by showing the raw (automatically) selected segments, the shot reconstructed and the speech reconstructed segments) and the manual
selected segments (by the human annotators). Emotion annotation illustrated by the two dimensions arousal and valence; for 3000 frames, scene
from the movie “CRA”. Keyframes (top) correspond to the indicated saliency peaks. Best viewed in color

w = 0.1. Moreover, the different steps of the movie sum-
marization algorithm can be seen (illustrating in the figure
the effect of reconstruction opening by showing the raw
(automatically) selected segments, the shot and speech
reconstructed segments as well as the final selected seg-
ments vs the human annotation. Additionally, for the
specific segment from “CRA,” emotion annotation is also
illustrated by the two dimensions, i.e., arousal and valence.
On top video frames associated with high saliency values
marked with circles on the multimodal curve are shown.

5.3 Results and discussion
5.3.1 Objectivemachine learning evaluation
In Fig. 11, ROC curves for saliency classification can
be seen for the seven Hollywood movies, while chang-
ing the percentage of frames in summary (from 1–100%,
where 100% corresponds to perfect recall score), for
audio on audio (A-A), visual on visual (V-V), audio-
visual on audiovisual (AV-AV), and audiovisual-text on
audio-visual-semantics (AVT-AVS) annotation for the

TMM13 and ICIP15 methods. The results for AV-AV
and AVT-AVS evaluation and the ICIP15 method are
produced using the new summarization algorithm, while
for the A-A and V-V evaluation the sorted median
filtered confidence scores are used. For the TMM13
method, the results are shown for the sorted RAW
confidence scores as presented in [12]. We have to
emphasize that the employed classification approach is a
frame-wise detection task, while the ground truth salient
events are annotated as segments and not as single
frames.
As shown in the figure, the method developed for

ICIP15 outperforms the one in TMM13, both when evalu-
ating each modality individually as well as when two (AV)
or three (AVT) modalities are fused together. Greater
improvement can be seen for the monomodal salient
event detection than the multimodal one and specifically
for the audio modality (A-A evaluation). However, the
audiovisual modality (AV-AV) accomplishes a quite high
score as well.
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Fig. 11 Objective evaluation comparative results for TMM13 and
ICIP15, where saliency classification ROC curves for the different
modalities are presented

Figure 12 shows results for GWW and the ICIP15
method, where again we notice that best performance is
accomplished for audio on audio (A-A) evaluation. Note
that in this case, the improvement when the text modal-
ity is fused with the audiovisual modality is not obvious.
Regarding the two different types of evaluation, where
our aim was to examine the blending of the different
data genres on the performance, we note that best per-
formance is accomplished when the training is performed
on the Hollywood movies only. This is probably due to
the fact that the format of the specific documentaries is
rather unstructured, not following an explicit scenario,
using a more informal and everyday colloquial language.
Further, even though there are components that resemble

the structure of a movie (e.g., captioned frames, dynamic
image sequences and graphics), the image capturing in
the specific travel series resembles amateur film-making
rather than the systematic and rule-based that is utilized
in movies.
Regarding the travel documentary results, as seen in

Fig. 13, the best performance is again accomplished for
audio on audio evaluation (A-A) for shorter summaries,
while the audiovisual (AV) fusion is observed to be slightly
better for longer summaries. The text modality seems to
worsen the AV case significantly, probably as previously
mentioned due to the unstructured dialogues and the use
of every day language. Moreover, we have to emphasize
that even though the proposed algorithm is not domain-
specific, different characteristics could be considered sig-
nificant and salient for travel documentaries. For instance,
in a travel documentary summary the user would be prob-
ably more interested in watching just the important places
rather than the conversational parts.
Finally, Fig. 14 shows evaluation results using AUC (area

under curve) as a metric comparing all modalities and
evaluation setups (i.e., A-A, V-V, AV-AV, AVT-AVS). For
the Hollywood movies, results are obtained both from
the baseline TMM13 and the ICIP15 movie summa-
rization systems, while for the five travel documentaries
and GWW, we use the extended ICIP15 system; where
GWW#1 shows AUC results obtained when GWW was
trained on the movies and GWW#2 shows results when
the training was performed on all data. Here, we can more
clearly observe the superiority of the audio modality for
all setups. Moreover, we notice that the fusion of the audio
and visual modality (AV) accomplishes the second best
result in all cases, while the visual modality (V) yields bet-
ter results than the AVT when the movies and the travel
documentaries are evaluated using the ICIP15 method.

Fig. 12 Objective evaluation results for GWW. Saliency classification ROCcurves for the different modalities for GWW trained in the Hollywood movies
(left figure). SaliencyclassificationROCcurves for thedifferentmodalities forGWWtrained inall availabledata, thussevenmoviesand five documentaries
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Fig. 13 Objective evaluation results for the five travel documentaries.
Saliency classification ROC curves for the different modalities, using
five fold cross-validation

On the other hand, for GWW the AVT outperforms the
visual modality. Best overall performance can be seen for
the evaluation of the seven movies evaluated with the
newly developed method. Even though the text modality
in the presented experiments does not show to improve
the performance, we have to emphasize the fact that the
text information can assist in many ways; i.e., segments
that are not selected as salient by the other modalities
could be highlighted by the text and most importantly it
assists the summarization algorithm through the speech
reconstruction process.
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Fig. 14 Results overview over the COGNIMUSE database. Evaluation
results using AUC (Area Under Curve) comparing all modalities and
evaluation set-ups using the baseline TMM13 and the ICIP15 movie
summarization system

5.3.2 Subjective qualitative evaluation on the Hollywood
movie summaries

In addition to the subjective evaluation of the Hollywood
movies, using as ground truth the saliency annotation of
the database, a user qualitative study was conducted as
well, where summaries obtained five times faster than
real time were subjectively evaluated by 20 users in terms
of informativeness and enjoyability on a 0–100% scale,
similarly to [12] and as described in detail in [97]. Four
summaries, in total, were evaluated: two summaries based
on the ICIP15 method [14] using different weights for the
text modality, where w = 0.1 or 0.2, the best performing
summary produced using the fusion methods (FUS) pre-
sented in TMM13 [12] (the summaries were chosen based
on the best enjoyability results), and a fourth fast-forward
like summary (FF), which was created by subsampling 2
seconds every 10 s of the original clip. The subjects partic-
ipating in the evaluation first viewed the original half-hour
clip, followed by the four summaries (ca. 6 min each) in
randomized order.
Figure 15 shows that the ICIP15method performsmuch

better in terms of both metrics compared to the best
performing summaries based on fusion (FUS) and the
fast-forward (FF) like summaries, where the subjective
ratings were up to 80% for informativeness and 90% for
enjoyability. Summarizing the main conclusions regard-
ing the ICIP15 method, we could say that the assignment
of different weights in the text modality is important and
it relates to the movie genre; usually a smaller weight is
needed for a dialogue-based movie than an action movie.
This is probably due to the fact that in action movies,
the algorithm tends to favor high intensity events, such
as battles; thus, using a higher text weight more salient
textual events (e.g., dialogues) are included. In dialogue-
based movies (e.g., CRA), smaller text weight is required
so as to include the usually few existing action scenes. The
users confirmed that a good summary has to be balanced
with respect to the variability of events. Additionally, shot
and speech reconstruction of the selected segments con-
tributed a lot to enjoyability, since it resulted to smoother
transitions and to semantically coherent events aiding the
comprehension of the plot.
Regarding the fusion (FUS)-based summaries of

TMM13, the users conceded that they were enjoy-
able, however not as informative, reflected also on the
presented results. Finally, concerning the fast-forward
(FF) like summaries only few of the users realized that
they were intentionally added for evaluation (as a naive
approach indicating a lower bound for our metrics).
Those summaries actually helped us to prove that a uni-
form sampling of movie frames is not adequate in order
to create acceptable summaries, since they were judged
as “choppy,” having fast transitions and non-existing
semantics. Whenever these summaries were assigned a
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Fig. 15 Subjective evaluation results by 20 humans. Informativeness (left figure) and enjoyability (right figure) results of AVT summaries at (×5) rate
were FUS that denotes the best summary obtained using fusion methods as presented in [12], FF denotes “fast-forward”, while the two newly
produced summaries are differentiated by the weight used in the text modality

high informativeness score, it was because they included
visual information uniformly taken from the whole origi-
nal clip; a significant observation, leading us to conclude
that a summary needs to include elements from the full
duration of the original clip.
Even though, the existence of datasets for evaluation

of movie summarization algorithms is crucial, human
quality evaluations, as shown here, are also essential for
improving the quality of the produced summaries, by get-
ting feedback that aids in the development of systems that
further enhance the viewing experience.

6 Conclusions
In this work, a multimodal video-oriented database anno-
tated with mono- and multimodal sensory and semantic
saliency, audio and visual, cross-media semantics, and
emotion is presented and proposed for training and eval-
uation of event detection algorithms and video summa-
rization systems. The purpose of this database is to form
some common ground and ground truth data—denoting
conspicuous events—not only for robust benchmarking
of the produced summaries but even for computational
modeling intended for machine-based understanding.
The multiple saliency annotations in all three modali-
ties (i.e., audio, video, and text) offer the possibility to
train and evaluate different task, i.e., each stream indepen-
dently. Additionally, we presented a video summarization
system and multimodal computational algorithms that
employ advanced state-of-the-art methods for perceptu-
ally salient event detection. Our experimental evaluation
using human saliency annotation as ground truth con-
firms that the framework is promising as it outperforms
other methods over the COGNIMUSE database. Addi-
tionally, the qualitative user-based study of the automat-
ically produced summaries verifies the appropriateness

of both the proposed summarization algorithm and the
database. For future work, we intend to further refine
our methods and the movie summarization algorithm
automating the weight selection for the text modality as
well as the segmentation of shots and scenes. Moreover,
we intend to incorporate in our experimental framework
the data acquired from the audio-visual events, the cross-
media relations, and the emotion annotation, so as to
take advantage of this information, and produce sum-
maries based on user-preferences. Finally, we envision
to make the COGNIMUSE database a public state-of-
the-art dataset for attention-related tasks and multimodal
understanding applications.

Endnotes
1COGNIMUSE was a research project, where the

multisensory and sensory-semantic information mod-
eling was investigated, integrating all three modali-
ties to detect salient events. For more information see
http://cognimuse.cs.ntua.gr/

2 Title, production year and production company of
the seven movies: A Beautiful Mind 2001 (Universal
& DreamWorks), Chicago 2002 (Miramax), Crash 2004
(Lions Gate), The Departed 2006 (Warner Bros.), Gladi-
ator 2000 (Universal & DreamWorks), Lord of the Rings
2003 (New Line), Finding Nemo 2003 (Walt Disney Pic-
tures, Pixar Animation Studios).

3 http://www.anvil-software.de/index.html
4 http://tla.mpi.nl/tools/tla-tools/elan/
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