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An efficient approach for joint source and channel coding is presented. The proposed approach exploits the joint optimization
of a wavelet-based scalable video coding framework and a forward error correction method based on turbo codes. The scheme
minimizes the reconstructed video distortion at the decoder subject to a constraint on the overall transmission bitrate budget.
The minimization is achieved by exploiting the source rate distortion characteristics and the statistics of the available codes. Here,
the critical problem of estimating the bit error rate probability in error-prone applications is discussed. Aiming at improving the
overall performance of the underlying joint source-channel coding, the combination of the packet size, interleaver, and channel
coding rate is optimized using Lagrangian optimization. Experimental results show that the proposed approach outperforms con-
ventional forward error correction techniques at all bit error rates. It also significantly improves the performance of end-to-end
scalable video transmission at all channel bit rates.
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1. INTRODUCTION

The design of robust video transmission techniques over het-
erogeneous and unreliable channels has been an active re-
search area over the last decade. This is mainly due to its
commercial importance in applications such as video trans-
mission and access over the Internet, multimedia broad-
casting and video services over wireless channels. In tra-
ditional video communications over heterogeneous chan-
nels, the video is usually processed offline. Compression and
storage are tailored to the targeted application according to
the available bandwidth and potential end-user receiver or
display characteristics. However, this process requires either
transcoding of compressed content or storage of several dif-
ferent versions of the encoded video. None of these alter-
natives represent an efficient solution. Furthermore, video
delivery over error-prone heterogeneous channels meets ad-
ditional challenges such as bit errors, packet loss, and error
propagation in both spatial and temporal domains. This has
a significant impact on the decoded video quality after trans-
mission in some cases rendering useless the received content.
Consequently, concepts like scalability, robustness, and error
resilience need to be reassessed to allow for both efficiency

and adaptability according to individual transmission band-
width, user preferences, and terminals.

Scalable video coding (SVC) promises to partially solve
this problem by “encoding once and decoding many.” SVC
enables content organization in a hierarchical manner to al-
low decoding and interactivity at several granularity levels.
That is, scalable coded bit streams can efficiently adapt to
the application requirements. Thus, problems inherent to
the diversity of bandwidth in heterogeneous networks and
improved quality of services can be tackled. Wavelet-based
SVC provides a natural solution for error-prone transmis-
sions with a truncatable bit stream. In addition, channel cod-
ing methods can be adaptively used to attach different de-
grees of protection to different bit-layers according to their
relevance in terms of decoded video quality.

Following Shannon’s theorem of separability [1], source
and channel coding can be considered and optimized in-
dependently. However, Shannon’s theorem assumes that the
source and channel codes are of arbitrary large lengths. This
assumption does not hold in practical situations due to limi-
tations on computational power and processing delays. Con-
sequently, joint source-channel coding (JSCC) emerges as
the model to overcome the underlying problem in real-world
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applications. JSCC has been extensively studied in the litera-
ture [2–17]. It consists of three basic aspects: finding an op-
timal distribution of limited resources (such as total trans-
mission rate) between source coder and channel coder [3],
designing the source coder to achieve the target source rate,
and enhancing the robustness of channel coding [5].

Usually, JSCC applies different degrees of protection to
different parts of the bitstream. That means unequal error
protection (UEP) is used according to the importance of a
given portion of the bitstream. In this context, scalable cod-
ing emerges as the natural choice for highly efficient JSCC
with UEP, since wavelet-based SVC provides different bit-
layers of different importance with respect to decoded video
resolution or quality [18]. The impact of applying UEP in
base and enhancement layers for fine granularity scalable
source coders is discussed in [3–6]. In [12] UEP is applied
on progressive data by using Reed Solomon (RS) codes and
turbo codes. In these works only the channel coding rate is
regarded as adaptive with respect to a progressive bitstream.
However, the performance of JSCC not only depends on the
channel rate, but also on other parameters inherent to the
used channel coder, for example, packet size and interleaver
design in turbo coders. These aspects could become criti-
cal in the design of efficient JSCC models. Unfortunately,
they are less reported in the conventional literature. This im-
portant shortcoming of conventional JSCC techniques is ad-
dressed in this paper.

The JSCC approach proposed in this paper exploits the
joint optimization of the wavelet-based SVC reported in [18]
and a forward error correctionmethod (FEC) based on turbo
codes [19]. The underlying wavelet-based scalable video
coding framework achieves fine granularity scalability us-
ing combinations of spatio-temporal transform techniques
and 3D bit-plane coding [20]. The spatio-temporal trans-
form consists of 2D wavelet transform and motion com-
pensated temporal filtering (MCTF), which provide spatial
and temporal scalabilities, respectively [21]. For the sake of
completeness, important characteristics of the used wavelet-
based SVC are briefly reviewed in the next section. Regard-
ing channel coding, turbo codes (TC) are one of the most
prominent FEC techniques having received great attention
since their introduction in [19]. Its popularity is mainly due
to its excellent performance at low bit error rates, reasonable
complexity, and versatility for encoding packets with various
sizes and rates. In this paper, double binary TC (DBTC) [22]
is used for FEC rather than the conventional binary TC, as
DBTC usually performs better than classical TC in terms of
better convergence for iterative decoding, a large minimum
distance and low computational cost.

The proposed JSCC scheme minimizes the reconstructed
video distortion at the decoder subject to a constraint on
the overall transmission bitrate budget. The minimization is
achieved by exploiting the source rate distortion (RD) char-
acteristics and the statistics of the available codes. Here, the
critical problem of estimating the bit error rate (BER) prob-
ability in error-prone applications is also discussed. Regard-
ing the error rate statistics, not only the channel coding rate,
but also the interleaver and packet size for TCs are consid-

ered in the proposed approach. The aim is to improve the
overall performance of the underlying JSCC. In order to op-
timize the parameter section, an analytical algorithm to eval-
uate the performance of the channel coder is proposed. It
is based on estimating the minimum distance between the
zero codeword and any other codeword. It will not escape the
reader’s notice that so far the problem of finding minimum
distance remains an open problem. Solving that problem is
crucial to evaluate the performance of DBTCs accurately. An
iterative method is proposed to find the minimum distance.
Using the proposed technique, the speed and accuracy of ap-
proximating the error rate are improved with respect to other
techniques from literature, for example, the techniques re-
ported in [23, 24]. At the decoding side, a cyclic redundancy
check (CRC) is performed after DBTC decoding. Corrupted
bitstream portions, that is, parts of the bitstream failing the
CRC, are then removed before source decoding.

The remaining paper is organized as follows. Section 2
outlines important aspects of the two cornerstones of the
proposed JSCC framework: wavelet-based SVC and DBTC.
The characteristics of the SVC bitstream are presented and
the relevance of fine granularity scalability for efficient JSCC
is described. Furthermore, generic aspects of the DBTC are
also described in Section 2. Details of the proposed JSCC are
presented in Section 3. Specifically, the proposed JSCC dis-
tortion estimation approach and the iterative algorithm to
find the minimum distance in DBTC are discussed. Selected
results from computer simulations are given in Section 4.
The paper closes with conclusions and a brief discussion on
future research directions in Section 5.

2. SYSTEMOVERVIEW

The proposed framework consists of two main modules as
shown in Figure 1: scalable video encoding and UEP en-
coding. At the sender side, the input video is coded us-
ing the wavelet-based scalable coder [18]. The resulting bit-
stream is adapted according to channel capacities. The adap-
tation can also be driven by terminal or user requirements
when this information is available. The adapted video stream
is then passed to the UEP encoding module where it is
protected against channel errors. Three main submodules
make up the UEP encoding part. The first one performs
packetization, interleaver design, and CRC. The second one
estimates and allocates bit rates using a rate-distortion op-
timization. The last UEP encoding submodule is the ac-
tual DBTC. After quadrature phase shift keying (QPSK)
modulation, the video signal is transmitted over a lossy
channel. At the receiver side, the inverse process is car-
ried out. The main processing steps of the decoding are
outlined in Figure 1. In this paper additive white Gaussian
noise (AWGN) and Rayleigh fading channels are considered.
However, the proposed method can be equally applied to
other lossy channels. Two critical parts of the framework
depicted in Figure 1 are the wavelet-based scalable coder
and the DBTC module. For the sake of completeness, these
two modules are elaborated in the remaining of this sec-
tion.
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Figure 1: Communication chain for video transmission.

2.1. Scalable video coding

The scalable video codec considered in this paper is based
on the wavelet transform performed in temporal and spa-
tial domains [18]. In this wavelet-based video coder, tem-
poral and spatial scalability are achieved by applying a 3D
wavelet transform on the input frames. In the temporal do-
main MCTF with flexible choice of wavelet filter is used. In
the spatial domain adaptive 2D wavelet transform is applied.
The multiresolution structure resulting from MCTF and 2D
subband decomposition enables temporal and spatial resolu-
tion scalabilities. The MCTF results in motion information
and wavelet coefficients that represent the texture of trans-
formed frames. These wavelet coefficients are then bit-plane
encoded in order to achieve quality scalability. The used em-
bedded entropy coding leads to fine granular quality scala-
bility on all supported spatial and temporal resolutions. The
resulting fine granular quality scalability is used to steer the
targeted unequal error protection of the FEC technique in
the JSCC, as detailed in the next section.

The main features of the used codec are [20] hierarchi-
cal variable size block matching motion estimation, flexi-
ble selection of wavelet filters for both spatial and temporal
wavelet transform on each level of decomposition, including
the 2D adaptive wavelet transform in lifting implementation
and embedded zero-tree block entropy coder. For a more de-
tailed description of the complete architecture and features
of the wavelet-based scalable coder the reader is referred to
[18].

The input video is initially encoded with the maximum
required quality. The compressed bitstream features a highly
scalable yet simple structure. The smallest entity in the com-
pressed bitstream is called an atom, which can be added or
removed from the bitstream. The bitstream is divided into
group of pictures (GOPs). Each GOP is composed of a GOP
header, the atoms, and allocation table of all atoms. Each
atom contains the atom header, motion vectors data, and
texture data of a certain subband. The bitstream structure is
shown in Figure 2.

GOP
header

Motion
vectors

Main
header GOP0 GOP1 · · · GOPN

Atom0 Atom1 · · · AtomN

Atom
header

Texture
data

Figure 2: A detailed description of used scalable bitstream.

For the sake of visualization and simplicity, the bitstream
can be represented in a 3D space with coordinates q =
Quality, t = Temporal resolution, and s = Spatial resolution,
as shown in Figure 3. There exists a base layer in each domain
that is referred to as 0th layer and cannot be removed from
the bitstream. Therefore, in the example shown on Figure 3,
3 quality, 3 temporal, and 3 spatial layers are depicted. Each
atom has its coordinates in (q, t, s) space.

2.2. Double binary turbo codes

Double binary TCs were introduced by Douillard and Berrou
in [22]. These codes consist of two binary recursive system-
atic convolutional (RSC) encoders of rate 2/3 and an inter-
leaver of length k. Each binary RSC encoder encodes a pair
of data bits and produces one redundancy bit. Thus, 1/2 is
the natural rate of a DBTC. In this article, the 8-state DBTC
with generator polynomials (15,13) in octal notation is con-
sidered. It is well known that due to its excellent perfor-
mance, this DBTC has been widely adopted by the European
Telecommunications Standards Institute (ETSI) for Digital
Video Broadcasting (DVB). The architecture of DBTC en-
coder is shown in Figure 4.
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Figure 4: Double binary turbo encoder.

The turbo decoder is usually composed of twoMaximum
A Posteriori (MAP) or Max-log-MAP decoders [25], one for
each stream produced by the singular RSC block as shown in
Figure 4. Since the iterative process is similar for both MAP
and Max-log-MAP algorithm, and explained in [22, 25].

In this iterative process the interleaver design is critical
since the performance of the TC depends on how well the in-
formation bits are scattered by the interleaver. Permutations
of almost regular permutation (ARP) and di-thered relative
prime (DRP) interleavers are elaborated in [26, 27], respec-
tively. A comparison of DVB standard interleaver and DRP
interleaver has been performed and reported in [24]. Ac-
cording to this analysis DRP is more stable at high signal-to-
noise ratio Eb/No, while DVB is comparatively more steady
for low Eb/No. Therefore, how to adaptively select according
to source-channel condition is critical for the overall perfor-
mance of JSCC.

Furthermore, the performance of the DBTC is also sig-
nificantly influenced by its packet size. For example, the per-
formance of DBTC with different packet sizes at channel rate
R1 = 1/2 at SNR = 1.2dB for 1000 packets is illustrated in
Figure 5, where Pe is bit error probability, PP is the packet
error probability. Generally speaking, the performance of
DBTC improves as the packet size increases for a given chan-
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Figure 5: Performance of DBTC at different packet sizes with rate
R1 = 1/2.

nel rate. However, the best tradeoff of packet size is also cru-
cial to the overall performance.

To find the optimum parameters, the performance of
DBTC needs to be evaluated for each set of permutation pa-
rameters. Unfortunately, at low error rates the performance
of turbo coders fluctuate significantly even when very large
interleaver lengths are used. This fact renders an unfeasi-
ble exhaustive evaluation of the permutation parameters in
practical applications. As a consequence, the development of
effective tools to estimate turbo coder’s performances at low
error rates becomes acute. Two methods to estimate the per-
formance of TCs byminimum distance (dmin) have been pro-
posed recently in [23, 24]. Although these techniques differ
in several aspects, they present an important common fea-
ture: at low error rates, the TC performance is approximated
by

Pp ≤
(
1
2

)
n
(
dmin

)
erfc

(√
dminR1

(
Eb
No

))
,

Pe ≤
(
1
2

)(
wmin

k

)
erfc

(√
dminR1

(
Eb
No

))
.

(1)

In (1), R1 = k/n is the rate of the code, Eb is the energy per in-
formation bit,No is the one-sided noise spectral density, dmin

is the minimum distance between the zero codeword and any
other codeword, n(dmin) is its multiplicity, wmin is the sum
of the Hamming weights of the input sequences generating
the codewords with Hamming weight dmin, and erfc(x) is the
complementary error function. Since the parameters R1 and
Eb/No in (1) are either known or can be fixed, estimating the
code performance becomes equivalent to estimate the mini-
mum Hamming distance between codewords.

Observe that on the one hand the algorithm to find dmin

proposed in [23] (error impulse method) is quite efficient
but it may converge to a wrong dmin. On the other hand, the
double error impulse method introduced in [24] gives more
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accurate results at the expense of time efficiency. Based on
this observation a new iterative approach to measure mini-
mum distance of m-Binary TC is proposed and used in the
JSCC framework described in this paper. Using the proposed
method, the performance of a TC is effectively evaluated by
considering different rates R1, packet sizes, and interleavers.
Hence, the bit error probability and packet error probability
are being estimated for each available rate, packet size, and
interleaver at given channel conditions with accuracy and less
complexity. Then the best combination will be selected using
RD optimization. The new iterative method to find dmin and
RD optimization will be proposed in detail in Section 3.

3. JOINT SOURCE-CHANNEL CODING

The objective of JSCC is to jointly optimize the overall system
performance subject to a constraint on the overall transmis-
sion bitrate budget. As mentioned before, a more effective
error resilient video transmission can be achieved if differ-
ent channel coding rates are applied to different bitstream
layers, that is, quality layers generated by the SVC encod-
ing process. Furthermore, the parameters for FEC should be
jointly optimized taking into account available and relevant
source coding information. For instance, when DBTC is con-
sidered, there are at least the three main aspects that can be
optimized to achieve better performance in terms of bit er-
ror probability, speed and power: channel code rate; packet
size and how the input is interleaved before being fed into
the second encoder. An ideal selection of these parameters
should lead to minimum overall combined source-channel
distortion. Observe that the packet size should be carefully
chosen since it influences the bit error probability. To deter-
mine optimal channel rate, packet size, and interleaver, the
overall RD characteristics should also be considered during
channel encoding under given channel conditions.

3.1. Rate distortion optimization for JSCC

In the proposed JSCC framework, DBTC encoding is used for
FEC before BPSK/QPSK modulation. CRC bits are added in
the packetization of DBTC in order to check the error sta-
tus during channel decoding at the receiver side. Effective
selection of the channel coding parameters leads to a min-
imum overall end-to-end distortion, that is, maximum sys-
tem PSNR, at a given channel bit rate. The underlying prob-
lem can be formulated as

minDs+c subject to Rs+c ≤ Rmax (2)

or

max (PSNR)s+c subject to Rs+c ≤ Rmax (3)

for

Rs+c = RSVC

RTC
, (4)

where Ds+c is the expected distortion at decoder, Rs+c is the
overall system rate, RSVC is the rate of the SVC coder for all

quality layers, RTC is the channel coder rate and Rmax is the
given channel capacity. Here the index notation s + c stands
for combined source-channel information.

The constrained optimization problem (2)–(4) can be
solved by applying unconstrained Lagrangian optimization.
Accordingly, JSCC aims at minimizing the following La-
grangian cost function Js+c:

Js+c = Ds+c + λ · Rs+c, (5)

with λ the Lagrangian parameter. In the proposed framework
the value of λ is computed using the method proposed in [3].
Since quality scalability is considered in this paper, Rs+c in (5)
is defined as the total bit rate over all quality layers:

Rs+c =
Q∑
i=0

Rs+c,i. (6)

To estimate Ds+c in (5), let Ds,i be the source coding dis-
tortion for layer i at the encoder. Since the wavelet trans-
form is unitary, the energy is supposed to be unaltered af-
ter wavelet transform. Therefore the source coding distortion
can be easily obtained in wavelet domain. Assuming that the
enhancement quality layer i is correctly received, the source
channel distortion at the decoder side becomes Ds+c,i = Ds,i.
On the other hand, if any error happens in layer i, the bits in
this layer and in the higher layers will be discarded. There-
fore, assuming that all layers h, for h < i, are correctly re-
ceived and the first corrupted layer is h = i, the jointly
source-channel distortion at any layer h = i, i + 1, . . . ,Q, at
the receiver side becomes Ds+c,h = Ds,i−1. Then, the overall
distortion is given by

Ds+c =
Q∑
i=0

pi ·Ds,i, (7)

where pi is the probability that the ith quality layer is cor-
rupted or lost while the jth layers are all correctly received
for j = 0, 1, 2, . . . , i− 1. Finally, pi can be formulated as

pi =
( i−1∏

j=0

(
1− pl j

)) · pli, (8)

where pli is the probability of the ith quality layer being cor-
rupted or lost. pli can be regarded as the layer loss rate.

According to (8), the performance of the system depends
on the layer loss rate, which in turn depends on the DBTC
rate, the packet size, and the interleaver. Once the channel
condition and the channel rate are determined, the corre-
sponding loss rate pli can be estimated by applying an iter-
ative algorithm to estimate minimum distance between the
zero code word and any other codeword dmin in the DBTC.
Assuming that dmin is available, pli can be estimated as

pli ∝
(

1
dmin

)
. (9)

Using (9), pi can be evaluated from (8). As a consequence
the problem of finding pi boils down to find dmin. An ac-
curate and efficient algorithm in finding dmin is given in the
following section.
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Table 1: Minimum distance of DBTC at different code rates and packet sizes by different methods.

Rate of
DBTC

Packet size of
DBTC (bytes)

dmin by error
impulse method

dmin by double error
impulse method

dmin by proposed
method

1/3 188 31 33 33

1/2 188 19 19 19

2/3 188 13 12 12

3/4 188 9 9 9

1/2 53 18 17 18

1/2 110 16 16 16

1/2 212 19 20 20

3.2. Determineminimumdistance

Let D = (d1 · · ·dx · · ·dz) denote an information frame,
where dx = (dx,1 · · ·dx,y · · ·dx,m) is the vector of m-binary
data applied at the input of the turbo encoder at time x.
The output of the turbo encoder is C = (c1 · · · cx · · · cn).
Here, cx is a vector of length m + n bits. That is, cx =
(cx,1 · · · cx,y · · · cx,m+n), where cx,y is the systematic bit if
y ≤ m and the parity bit if y > m. The codeword is
mapped by the QPSK modulator into the transmitted vector
w = (w1 · · ·wx · · ·wn). Each vectorwx has lengthm+n, that
is, wx = (wx,1 · · ·wx,y · · ·wx,m+n), where wx,y = 2cx,y − 1 for
x = 1 · · ·m + n. After transmission over the lossy channel,
the received vector is

Rr =
(
r1 · · · rx · · · rn

)
with rx =

(
rx,1 · · · rx,y · · · rx,m+n

)
.

(10)

To describe the iterative technique to estimate dmin, let us
assume that the all zero codeword, that is, rq = −1 for all q,
is received. Initially, dmin is set equal to a large default value.
The proposed method estimates the messages correspond-
ing to the all zero codeword when the xth codeword bit is
set equal to u. Here, u takes all values between 2m − dmin/2
and 2m + dmin/2. Then iterative decoding is performed until
a valid nonzero codeword is obtained. The Hamming dis-
tance (HD) of a valid codeword is calculated and compared
to dmin. If the new HD is smaller than dmin, then the new
HD is assigned to dmin, otherwise the newly estimated HD
is discarded and the value of u is increased. This process is
then repeated until the new dmin is found or an upper limit
2m+dmin/2 of iterations u is reached. So dmin can be individ-
uated at given interleaver, rate, and packet size.

A thorough experimental evaluation has been conducted
to show that the proposed technique to estimate dmin is as ac-
curate as the precise double error impulse method presented
in [24], with a much faster process. In fact, the proposed
method is as fast as the error impulse method introduced
in [23], however with a better precision. Selected results of
this evaluation are given in Table 1. In most of the cases the
proposed method produces the same result as double im-
pulse method [24] while it appears to be more robust than
error impulse method [23]. As an example, Table 2 shows
the comparison of different interleavers at rate 1/3 for packet
size 188 bytes. The results from Table 2 indicate that the per-

Table 2: Minimum distance of different interleavers at rate = 1/3
for packet size 188 bytes by the proposed method.

Interleaver dmin by proposed method

S-random 18

DVB 33

ARP 34

DRP 36

formances of ARP, DVB, and DRP are comparably good,
whereas the S-random interleaver performs much worse for
double binary TC. Therefore, only ARP, DVB, and DRP in-
terleavers are considered in the proposed JSCC.

This iterative approach to measure dmin is used to evalu-
ate the performance of different interleavers, code rates, and
packet lengths and hence to estimate the lost probability of
the ith layer pi in (8). Using the proposed method in the de-
termination of dmin, the estimated end-to-end distortion can
be computed. Substitute corresponding distortion and rate
into (5), the Lagrangian cost for each combination of chan-
nel rate, packet size, and interleaver is computed and com-
pared. The combination leading to the minimum cost will be
selected for each quality layer. As described in Section 2, the
scalable video coding produces an atomic bitstream where
the source distortion, coding bit rates for each quality layer
are readily available after coding. In addition, the minimum
distance for each packet size and interleaver can be precom-
puted and stored instead of computing it for each param-
eter combination. Therefore, it is easy for JSCC to obtain
the Lagrangian cost for each parameter combination. Since
a finite set of a few quality layers, channel rates, packet sizes,
and interleavers is considered, the corresponding computa-
tion complexity falls into a practical implementation. How-
ever, if many quality layers are encoded in a fine granularity
bitstream, or much more components are to be optimized,
this exhaustive computation may render the system imprac-
tical because of a huge complexity. In this way, dynamic pro-
gramming could be used during optimization to reduce the
complexity. As one of the options, source-channel bit budget
can be firstly optimally allocated along the quality layers us-
ing dynamic programming. The other parameters for chan-
nel coding (packet size and interleaver) can be optimized for
each quality layer given a certain channel rate.
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After JSCC, the received codeword at the receiver side
is demodulated and then decoded by DBTC decoder. The
early stopping (ES) technique (CRC check) is used at each
half turbo iteration. If the packet of information passes the
CRC, then the iterative turbo decoding process is stopped.
Otherwise, the iterative decoding process is stopped after six
turbo iterations. This ES-based approach enables a signifi-
cant decrease of channel decoding time. In the DBTC de-
coder if a packet remains corrupted after six turbo iterations,
then the corresponding atoms in the bitstream are labeled
as corrupted. If an atom (qi, ti, si) is corrupted after chan-
nel decoding or fails to qualify the CRC checks, then all the
atoms which have higher index than i are removed by the er-
ror driven adaptation module outlined in Figure 1. Finally,
SVC decoding is performed to evaluate the overall perfor-
mance of the system.

4. EXPERIMENTAL RESULTS

The performance of the proposed JSCC framework has been
extensively evaluated using the wavelet-based SVC codec
[18]. For the proposed JSCC UEP optimal channel rate,
packet size and interleaver for DBTC were estimated and
used as described in this paper. The proposed technique is
denoted as “ODBTC.” In this paper, DVB, ARP, and DRP in-
terleavers, channel rates (1/3, 2/5, 1/2, 2/3, 3/4, 4/5, and 6/7)
and packet sizes (16, 55, 110, 188, 216) in bytes are consid-
ered for ODBTC.Max-log-MAP algorithm produces approx-
imately the same result as the MAP algorithm for DBTC,
as reported in [22]. That means, the decoding complexity
can be decreased without any significant loss of performance
for DBTC by using Max-log-MAP algorithm. For this rea-
son, the Max-log-MAP algorithm is used in ODBTC. Two
other advanced JSCC techniques were integrated into the
same SVC codec for comparison. The first technique used
serial concatenated convolutional codes of fixed packet size
of 768 bytes and pseudo random interleaver [15]. It is de-
noted as “SCTC.” Since product code was regarded as one
of the most advanced in JSCC, the technique using product
code proposed in [12] was used for the second comparison.
This product code used RS codes as outer code and turbo
codes as inner code [12], so it is denoted by “RS+TC” in
this paper. It is noticeable that this scheme was initially tar-
geting wavelet-based image transmission. Nevertheless it is
very straightforward to extend them to video transmission
by replacing the image subbands using quality layers of scal-
able video in RS+TC. The corresponding parameters in [12]
were adopted for video in RS+TC in this paper.

After QPSK modulation, the protected bitstreams were
transmitted over error-prone channels. Both AWGN and
Rayleigh fading channels were used in the experimental eval-
uation. For each channel emulator, 50 simulation runs were
performed, each one using a different error pattern. The
decoding bit rates and sequences for signal-to-noise ratio
(SNR) scalability defined in [28] were used in the experimen-
tal setting. For the sake of conciseness the results reported in
this paper include only certain decoding bit rates and test se-
quences: City at QCIF resolution and Soccer at CIF resolu-
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Figure 6: Average PSNR for City QCIF sequence at 15 fps at differ-
ent signal-to-noise ratio (Eb/No) for AWGN channel.

Rayleigh fading channel
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Figure 7: Average PSNR for City QCIF sequence at 15 fps at differ-
ent signal-to-noise ratio (Eb/No) for Rayleigh fading channel.

tion and several frame rates. Without loss of generality, the
t + 2D scenario for wavelet-based scalable coding was used
in all reported experiments. The average PSNR of the de-
coded video at various BER was taken as objective distortion
measure. The PSNR values were averaged over all decoded
frames. The overall PSNR for a single frame was computed
by

PSNR =
(
PSNR Y + PSNR U/4 + PSNR V/4

)
1.5

, (11)

where PSNR Y , PSNR U , and PSNR V denote the PSNR
values of the Y , U , and V components, respectively.

A summary of PSNR results is shown in Figures 6 to 8.
These results show that the proposed UEP ODBTC consis-
tently outperforms SCTC and achieving PSNR gains at all
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AWGN channel
Rs+c = 720 kbps
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Figure 8: Average PSNR for Soccer CIF sequence at 30 fps at differ-
ent signal-to-noise ratio (Eb/No) for AWGN channel.

signal-to-noise ratios (Eb/No) for both AWGN and Rayleigh
fading channels. Specifically, for the sequence City up to 3dB
can be gained by SCTC when low Eb/No or high channel er-
rors are considered for both AWGN channel and Rayleigh
fading channel. A similar behaviour for AWGN is reported
for sequence Soccer in Figure 8. It can be observed that the
proposed scheme achieves the best performance among dif-
ferent channel conditions. As the channel errors increase or
Eb/No decreases, a gap between the proposed scheme and
SCTC becomes larger. The performance of RS+TC is almost
comparable to ODBTC, with a slight PSNR degradation in
most of the cases. However, it should be noticed that RS+TC
uses product code where a much larger complexity will be
introduced by encoding and decoding of RS codes and TC
together.

A summary of PSNR results is shown in Figures 9 and 10
at different decoded bit rates, for City QCIF 15 fps at 288 kbps
and Soccer CIF 30 fps at 720 kbps. These results show that
for the considered channel conditions, the proposed ODBTC
consistently outperforms the SCTC, achieving PSNR gains at
all tested bit-rates. Specifically, for the sequence City up to
1dB can be gained for Rayleigh fading channel at 7 dB, while
up to 0.3dB over SCTC, when low channel errors for AWGN
channel are considered. RS+TC performs better than SCTC,
but comparable to ODBTC. At high SNR, the gap is widened
up to 0.4dB.

Figures 11 and 12 show the PSNR Y performance versus
frame number of the compared methods for the same test
conditions. As an observation the proposed ODBTC consis-
tently displays a higher PSNR compared to the SCTC, while
its performance is slightly better than RS+TC.

These results also confirm the consistent better perfor-
mance of the proposed technique ODBTC for both AWGN
and Rayleigh fading channels. Figure 11 shows comparison
results for the City sequence at 288 kbps at an Eb/No =
1.7dB. It will not escape the reader’s notice that ODBTC has
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Figure 9: PSNR performance of City QCIF at 15 fps at different bit
rates.

a higher PSNR fluctuation than the other two techniques.
The observed PSNR fluctuation is inherent to scalable video
coding for certain sequences and bit rates. After transmis-
sion, corrupted quality layers have to be discarded due to
channel errors, resulting in a rather smooth but blurred se-
quence. However, when error protection is effective, more
quality layers will be recovered and the resulting sequence
is very close to the one at the original bit rate. From a dif-
ferent point of view, this fluctuation also serves to some ex-
tent to appreciate the better error protection of the proposed
approach. Considering PSNR values, it can be seen that our
proposed scheme shows better PSNR in every frame at low
error rate. More quality layers will be recovered and the
resulting sequence is very close to the one at the original bit
rate. Furthermore, the performance is even better at higher
error rate (Eb/No = 7.2dB) for Rayleigh fading channel, as
shown in Figure 12 for the Soccer CIF sequence at 720 kbps.

Selected results of subjective quality improvements are
also given in Figure 13. Here, a comparison of reconstructed
90th frame of City QCIF at 15 fps and 288 kbps is displayed.
Again, the three different approaches in the low Eb/No at 1 dB
are considered. The original, reconstructed without FEC,
90th frame of the same sequence is shown at the top-right
of Figure 13. It can be observed that the image quality ob-
tained by the proposed UEP scheme is much better than the
one obtained with the SCTC and a slightly better than the
RS+TC.

The superior performance of the proposed ODBTC has
been demonstrated in the previous experiments. Extensive
experiments have been conducted to evaluate the gain of
each individual parameter in the proposedmethod. Here two
techniques are evaluated and compared with ODBTC: UEP-
A and UEP-B. For UEP-A, the DBTC used fixed packet size of
188 bytes and DVB interleaver. In this case only the channel
rates were adapted to quality layers using RD optimization.
For UEP-B the interleaver design as well as channel coding
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Rayleigh fading channel
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Figure 10: PSNR performance of Soccer CIF at 30 fps at different
bit rates.
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Figure 11: PSNR Y performance for different frames of City QCIF
sequence at 288 kbps at Eb/No = 1.7dB for AWGN channel.

rate were optimized together, using fixed packet size of 188
bytes. The compared results indicate that at high Eb/No, the
major gain is from interleaver design but at low Eb/No, the
gain is from choosing different packet sizes, as shown in
Figure 14.

In addition, the performance gain of using RS codes as
outer code is also evaluated. RS codes were integrated to the
proposed ODBTC to recover the turbo code packets that fail
the CRC test after maximum number of turbo iterations,
which was fixed to 6. Here RS code was used as the outer
code while DBTC as the inner code. The DBTC was first op-
timized using the proposed method, and RS codes were fur-
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Figure 12: PSNR Y performance for different frames of Soccer CIF
sequence at 720 kbps at Eb/No = 7.2dB for Rayleigh fading channel.

ther implemented using RD optimization proposed in [12].
The results are reported in Figures 15 and 16 for AWGN and
Rayleigh fading channels, respectively. It can be concluded
that using RS codes as the outer code improves the perfor-
mance of ODBTC. However, the gain is marginal for bit error
channels considered in this paper. Specifically, only 0.3dB at
high Eb/No and about 0.05dB at low Eb/No advantages can
be obtained. Actually, RS codes are very effective for burst er-
rors. Therefore, using RS codes as outer code is very useful
when the inner code has bursty erroneous paths, for exam-
ple, RCPC codes [29]. However, the error pattern of DBTC
is more complicated and rather randomly distributed. Ac-
cordingly, the advantage of RS codes is not so effective for
DBTC codes as well as TC [29]. Therefore the gain from
RS codes together with DBTC is marginal, because the error
pattern of DBTC is more complicated and rather randomly
distributed like TC [29]. However, the complexity of intro-
ducing RS codes is not neglectable. Consequently, ODBTC is
proposed in this paper considering the applied channel con-
dition and system complexity. Apparently, when packet loss
or burst error is considered, more significant performance
gain can be expected using RS codes as the outer code.

5. CONCLUSION

In this paper, an efficient approach for joint source and chan-
nel coding is presented. The proposed approach exploits the
joint optimization of the wavelet-based SVC and a forward
error correction method based on turbo codes. UEP is used
to minimize the end-to-end distortion by considering the
channel rate, packet size of turbo code and interleaver at
given channel conditions and limited complexity. To effi-
ciently optimize the channel coding parameters, an iterative
approach is proposed to estimate the minimum distance of
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(a) (b)

(c) (d)

Figure 13: Comparison of the reconstructed 90th frame of City QCIF at 15 fps sequence in the Eb/No = 1dB. (a) Original reconstructed
frame without FEC PSNR Y = 33.42dB. (b) Reconstructed by SCTC PSNR Y = 37.83dB. (c) Reconstructed by RS+TC PSNR Y =
39.34dB. (d) Reconstructed by ODBTC PSNR Y = 40.08dB.
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Figure 14: Performance comparison of optimizing different pa-
rameters in the proposed technique for City QCIF at 15 fps se-
quence.

DBTC. The results of computer experiments show that the
proposed technique provides amore graceful pattern of qual-
ity degradation as compared to conventional UEP in litera-
ture at different channel errors. The performance using RS
code as the outer code is also evaluated.

Rayleigh fading channel
Rs+c = 288 kbps
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Figure 15: Performance of proposed technique with and without
RS code for City QCIF sequence at 15 fps.

Important aspects remain open and will be tackled in fu-
ture extensions of this work. They include better error con-
cealment schemes tailored to the proposed framework; adap-
tive modulation schemes, and the evaluation of permutation
parameters for ARP interleavers.
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AWGN channel
Rs+c = 720 kbps
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Figure 16: Performance of proposed technique with and without
RS code for Soccer CIF sequence at 30 fps.
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