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Abstract 

In this paper, we undertake a novel two-pronged investigation into the human 
recognition of deepfake speech, addressing critical gaps in existing research. First, we 
pioneer an evaluation of the impact of prior information on deepfake recognition, 
setting our work apart by simulating real-world attack scenarios where individuals are 
not informed in advance of deepfake exposure. This approach simulates the unpredict-
ability of real-world deepfake attacks, providing unprecedented insights into human 
vulnerability under realistic conditions. Second, we introduce a novel metric 
to evaluate the quality of deepfake audio. This metric facilitates a deeper exploration 
into how the quality of deepfake speech influences human detection accuracy. By 
examining both the effect of prior knowledge about deepfakes and the role of deep-
fake speech quality, our research reveals the importance of these factors, contrib-
utes to understanding human vulnerability to deepfakes, and suggests measures 
to enhance human detection skills.

Keywords: Deepfake, Synthetic speech, Deepfake detection, Human perception, 
Speech quality, Cybersecurity

1 Introduction
Deepfakes are digitally manipulated media, typically video or audio recordings, created 
using advanced artificial intelligence and machine learning techniques. These technolo-
gies allow for the alteration or synthesis of human likenesses and voices, making it pos-
sible to generate convincingly realistic content that portrays individuals saying or doing 
things they never actually did [1].

Deepfake technology creates an entirely new threat landscape in IT security. Recent 
studies show that face and voice biometrics systems are vulnerable to deepfake spoofing 
attacks [2, 3]. These vulnerabilities motivate the development of protection techniques, 
such as deepfake detectors [4, 5, 47].

Moreover, the increasing number of deepfake-related headlines in the news docu-
ments this technology’s malicious impacts on us—humans  [6–12]. One of the very 
recent cases involves the theft of $ 25 million [6]. During a video conference, a finance 
worker at a multinational firm in Hong Kong was deceived into transferring com-
pany funds to scammers using deepfake technology to impersonate the company’s 
CFO. The scam involved deepfake renderings of several staff members. Despite initial 
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suspicions raised by an unusual message from the supposed CFO about a secret 
transaction, the worker was convinced by the realistic appearance and voices of the 
colleagues in the video call.

Motivated by the increasing frequency of deepfake attacks on individuals, our 
research evaluates how well humans can recognise deepfake speech. Previous stud-
ies  [13, 14] only involved participants who were aware that they would be exposed 
to deepfakes, with the explicit task of distinguishing between genuine and deepfake 
speech. This scenario, however, is not representative of real-world situations where 
individuals are unexpectedly confronted with deepfakes,  in critical moments when 
their ability to detect these spoofs is vital. The key difference in real-world attacks is 
the absence of forewarning; targets are not pre-alerted to scrutinise the authenticity 
of the media they encounter. This study addresses this gap by simulating authentic 
conditions testing individuals’ ability to recognise deepfakes without prior notice of 
exposure.

In addition, existing research has not fully explored how the quality of deepfake speech 
affects detection capabilities. The former studies only record success or failure to detect 
the utterance but omit quality information. To fill this gap, we designed a second experi-
ment focusing on the role of speech quality in human deepfake recognition. To comple-
ment the obtained knowledge, we also investigate additional factors such as language, 
sex, or playback devices (speakers, headphones). Exploration of these additional factors 
is essential to set a baseline for detection and to guide further education about deepfakes 
better.

In our first experiment, participants were unknowingly exposed to deepfake audio 
during a “Two Truths One Lie” game involving voice messages about countries, one of 
which was synthetically generated. This setup tested their capacity to spot the deepfake 
without any prior indication of its presence. Afterwards, a questionnaire unveiled the 
experiment’s real intent and inquired about their detection ability before and after learn-
ing about the deepfake, thus comparing their detection skills with and without prior 
knowledge.

In our second experiment, we investigated whether the quality of deepfake speech 
notably affects the ability to recognise deepfakes. For this purpose, we created a novel 
quality metric for deepfake speech, used it to categorise deepfake audio, and then con-
ducted a survey to see how well individuals could differentiate between authentic and 
deepfake speech, focusing on how speech quality influences their judgments. This 
approach allowed us to probe for a possible quality threshold at which deepfakes become 
undetectable to the human ear, as the trends in speech synthesis clearly show continual 
increases in the quality of the synthesised speech [1].

In addition to the ability to recognise, we map the public awareness of deepfake tech-
nology. We ask if respondents ever encountered deepfakes and where. We use this 
knowledge to better understand public perception of deepfakes and examine a link 
between public awareness and deepfake recognition accuracy.

The ultimate goal of this paper is to understand the impact of AI-based attacks and 
scams on humans. This understanding helps to design and employ proper protection 
mechanisms. Unfortunately, as we demonstrate, the outcomes of the former research do 
not provide the complete picture of the area, where most of the results claim that the 
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human ability to recognise deepfakes ranges around 70–80%. As our results show, it is 
essential to consider the impact of languages, demographics or playback devices.

This study thus evaluates how the prior information and quality of deepfake speech 
influence the human recognition of deepfakes, and it extends our previously published 
work [15]. Our research protocol was presented to our institution’s alternative to an eth-
ics board, and we were advised that no further actions were necessitated on our part.

Contributions
The main contributions of this paper can be summarised as follows:

• We assess the human ability to recognise deepfakes in the Czech and Slovak lan-
guages.

• We show that the human ability to recognise deepfakes is affected by the prior infor-
mation of deepfake exposure and the quality of deepfake recordings.

• We explore the impact of the gender of both the speaker and the listener, the lan-
guage used, and the playback device on the ability of humans to recognise deepfake 
recordings.

• We propose a quality measurement for deepfake speech.
• We discuss possible measures to strengthen the human ability to recognise deep-

fakes.

2  Related work
Related work may be split into two distinct areas: recognition of faces (image and video) 
and recognition of speech (audio).

Audio
Using unary and binary selection methods, Mai et al.  [14] explored speech deepfake 

detection among 529 participants across English and Mandarin. Their findings revealed 
a 73% accuracy rate in identifying deepfake audio without a significant difference 
between languages, showing minimal improvement in detection through awareness 
efforts.

Wang et al. [16] examined the human ability to distinguish between human and syn-
thetic speech in a simulated commercial bank scenario. Participants evaluated utter-
ances across three categories (bonafide, irrelevant, deepfake) and assigned confidence 
scores. This study demonstrated a reasonable capability to recognise deepfakes, although 
exact success rates were not specified.

Müller et al.  [13] focused on comparing human and AI detection of voice deepfakes 
using a game-based approach and the ASVspoof 2019 dataset. They reported an 80% 
success rate in human detection, noting better performance against TTS-generated 
deepfakes, particularly among native speakers, with rapid learning observed initially but 
stabilising at 80% success.
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Watson et  al.  [17] investigated audio deepfake perception among college students, 
focusing on English speakers and the impact of grammar complexity. Their study found 
no significant difference in detection accuracy between senior and junior students, with 
a varying accuracy of 42% to 90% across different tasks, indicating that complex and 
shorter sentences were more likely to be identified as synthetic.

Image and video
Studies on deepfake detection reveal varying success rates based on image or video 

quality, with images achieving 58–70% accuracy and videos as low as 20% for high-qual-
ity deepfakes, increasing to over 80% for lower quality ones [18–23]. Training programs 
have improved detection rates by 33% [23], indicating an average success rate of 60–65%.

Research by M. Groh et  al.  [24] on recognising deepfake political speeches showed 
enhanced detection when participants were familiar with the content or speaker’s voice. 
Jilani et al. [25] found that novices could outperform experts in identifying deepfake vid-
eos, highlighting the challenge deepfakes pose to forensic analysis.

Bray et al. [26] evaluated human capability to distinguish StyleGAN2 deepfakes, with 
participants’ accuracy around 62%, barely above chance, despite interventions. Similarly, 
Somoray et al. [27]’s study saw an average detection accuracy of 60.70% without signifi-
cant improvement from training on visual cues.

Mohammad et  al.  [28] investigated whether exposure to deepfake videos could 
enhance detection skills, suggesting potential for awareness to combat deepfake 
challenges.

Summary
In previous studies, participants were aware they were interacting with deepfakes, 

which could have influenced their responses. As highlighted in Table  1, our research 
diverges significantly in this aspect. A key distinction of this study is that it was con-
ducted in Czech and Slovak languages. In addition, we explore how the quality of the 
deepfake audio, the gender of both the speaker and the listener, and the language used 
affect the ability of humans to identify deepfake recordings.

Table 1 Comparison of experiments on the human ability to recognise audio deepfakes

Study Year Prior information Respondents Accuracy [%]

Wang et al. [16] 2020 Yes 1145 N/A

Watson et al. [17] 2021 Yes 53 42–90

Müller et al. [13] 2022 Yes 410 80

Mai et al. [14] 2023 Yes 529 73

Ours 2024 Yes 85 67–94

Ours 2024 No 31 3.20
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3  Experiment design
This study builds on previous research regarding the human ability to recognize deep-
fake speech. Unlike earlier studies, which informed respondents about deepfakes before 
testing their recognition skills, we chose not to notify respondents about their exposure 
to deepfakes. This approach aims to replicate real-world scenarios where such attacks 
occur without prior warning. In vishing attacks, victims are not pre-informed that an 
attack is underway or that they should scrutinize the speech for deepfakes. In addition, 
it remains uncertain how the quality of deepfake speech impacts the human ability to 
detect it.

The experimental part, thus, consists of two parts. The first part evaluates the human 
ability to recognise deepfakes in an ordinary conversation (without prior information). 
The second part examines how the quality of deepfake speech influences the human 
ability to recognise deepfakes (with prior information). The experiments thus aim to 
bring new knowledge on the influence of the prior information and quality of deepfake 
recordings on the human ability to recognise deepfakes and to validate that the results of 
the former studies are still relevant.

3.1  Experiment one: influence of the prior information

The design of the experiment is inspired by Matyáš et al. [29], who propose using a cover 
story to hide the true nature of an experiment. Unlike other works, respondents do not 
know their deepfake detection abilities are being tested. Thus, our goal is to create a real-
istic attack scenario in which we change a real voice, which respondents know and do 
not consider suspicious, to a deepfake and try to see if they notice this change.

The experiment took place in the Czech Republic, and as a result, all interactions 
were conducted in Czech. This included the creation of deepfake speech in the Czech 
language. Given that most models and tools are designed for English, our work dem-
onstrates the potential for adapting speech synthesis models to other languages. This 
adaptation necessitates tailored approaches for both training and utilising these models.

The whole experiment is hidden behind a cover story of testing the usability of voice 
messaging. This approach helps to obscure the true objective of the study, thereby reduc-
ing potential bias in respondent behaviour. Respondents play the game Two Truths One 
Lie. They receive five voice messages from the narrator, each containing three facts about 
a selected country. One of these facts is incorrect, and the respondent’s task is to iden-
tify the incorrect fact and report it back (using the voice message). This setup simulates 
communication using voice messages only.

The usage of a cover story shifts the focus of the respondents from carefully exam-
ining the recordings to their normal mode of operation, where the primary focus is 
given towards the communication and its content rather than scrutinising the technical 
aspects of the voice messages. By engaging respondents in a familiar and straightfor-
ward game, the cover story encourages natural interaction, ensuring that any observa-
tions or feedback provided reflect genuine reactions rather than responses influenced by 
an awareness of the study’s true purpose. In addition, the interactive nature of the game 
maintains the respondents’ engagement and helps to gather more reliable data on their 
communication patterns and their ability to detect anomalies in the voice messages.
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One of these sets was pre-prepared as a deepfake recording of the narrator’s voice. At 
the end of the experiment, each respondent was sent a questionnaire asking about their 
knowledge of and attitude towards deepfakes, if they observed anything unusual during 
the conversation, and ultimately revealed the true nature of the experiment and asked 
if they could now identify the deepfake set. The flow of the experiment is visualised in 
Fig. 1. The work described in this experiment results from a previously completed bach-
elor‘s thesis [30].

3.1.1  Research questions

For the first experiment, we have identified three main research questions:
RQ1: Are humans able to identify deepfake recording during casual conversation?
RQ2: Are humans able to detect a deepfake recording among genuine ones?
RQ3: What is people’s awareness of deepfake technology?

3.1.2  Round setup

The experiment was hidden behind a cover story. Participants were presented with sim-
ple facts about countries in the form of the Two Truths One Lie game. All communica-
tion took place within the WhatsApp chat, using voice messages.

Each conversation begins with a brief introduction presenting the pre-prepared cover 
story, explaining the rules of the experiment, explaining the rules of the game and 
reminding the respondents that whenever they encounter anything unordinary, they 
should report it. This is important for our experiment because we need them to report 
any concerns (mainly about the deepfake set). It is also crucial for us to get used to the 

Fig. 1 Flowchart describing the course of the experiment
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narrator’s voice and to listen to it. We then gradually send them voice messages contain-
ing the sets of facts for the game. The sets include simple facts about world countries, 
such as:

Set: India
1.    India is the second most populous country in the world.
2.    The capital is Mumbai.
3.    The most widespread religion is Hinduism.
*The second fact is a lie. The correct version is: The capital is New Delhi.

The respondents listened to these sets and replied with voice messages as well. This 
way, we send five sets (voice messages), including one pre-prepared deepfake set. We 
refer respondents directly to the questionnaire if they raise any suspicions or questions 
about the deepfake set. Otherwise, after completing all five sets, we send the respond-
ent a link to the final questionnaire to complete. This questionnaire first collects infor-
mation about the attitude and knowledge of deepfakes and whether the respondent 
noticed anything unusual during the experiment (detected the deepfake set). Finally, the 
questionnaire discloses the true nature of the experiment and that one of the sets is a 
deepfake and asks the respondents to identify it. The final questionnaire was carefully 
designed not to reveal the true nature of our experiments in advance, as described in 
subsubsection 3.1.4.

3.1.3  Synthesizing deepfake set

To synthesise the deepfake set, we use YourTTS [31] tool with provided pretrained mod-
els in the voice conversion setting. This decision was motivated mainly by the ease of use 
and satisfactory multilingual capabilities of the pretrained models. The conversion has 
been done in a challenging female-to-male setting.1 After synthesis, we improved the 
quality of the deepfake set using post-processing. We removed the noise added during 
creation using Noise Reducer2 tool and smoothed out the frayed phonemes by cutting 
out the part of the recording where the phonemes resonated using Audacity.3 We also 
adjusted the pitch of the voice. The test run revealed a significant difference in back-
ground noise between bonafide (directly spoken) and deepfake (played by speakers) 
utterances. To diminish this difference and force the participants to focus on the spoken 
content instead of the background noise, we played brown noise as the background for 
all the utterances.

Quality evaluation
The evaluation is inspired by the Mean Opinion Score (MOS) subjective listening test 

method described by Loizou [32]. We played the recording to 12 experts working with 
deepfakes regularly. Therefore, we expect their knowledge about the qualities of deep-
fake recordings. Each expert rated the quality on a scale of 1 (poor) to 5 (excellent). The 

1 The source speech was female, the target voice was male, resulting in male deepfake speech.
2 https:// noise reduc er. media. io/ speech- enhan cement.
3 https:// www. audac ityte am. org.

https://noisereducer.media.io/speech-enhancement
https://www.audacityteam.org
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final mean score was 3.0; therefore, the recording qualitatively corresponds to the rating 
“Fair”.

3.1.4  Questionnaire

In designing the survey, it was crucial to disguise our experiment with a cover story to 
prevent the sequence of questions from influencing subsequent responses. We aimed to 
gradually lead up to the most critical questions, ensuring the survey, which comes after 
the experiment, was not overly lengthy. Consequently, we organised the survey into six 
distinct sections: 

1. Respondent Profile: This section gathers basic personal information from partici-
pants, such as age, sex, professional field, and contact number. The contact number is 
used to verify the authenticity of the responses related to the experiment.

2. Usability: To avoid directly addressing deepfakes at the beginning, we chose a pre-
liminary question regarding the usability of voice messages, which could be relevant 
for assessment purposes.

3. Recordings: Participants were asked about their impressions of the recordings, spe-
cifically if they noticed anything unusual or unnatural, and if so, what it was. This 
question is critical for our research.

4. Deepfakes: At this juncture, we introduced the concept of deepfakes to participants, 
inquiring if they had previously encountered them and in which contexts. We also 
assessed their confidence in identifying a deepfake, referencing research on Ameri-
cans’ ability to recognise computer-generated voices pretending to be human [33].

5. Real Experiment: We disclosed the full details of our experiment here, unveiled 
the cover story, and acknowledged sending a deepfake during our interaction. We 
then checked if participants could identify the deepfakes, knowing at least one was 
included.

6. Conclusion: In the final section, we disclosed which recording was inauthentic and 
gauged participants’ reactions to the quality of the voice deepfakes. We also evalu-
ated whether their confidence in recognising deepfakes changed after this experience 
and the revelation of the experiment’s true purpose.

At the survey’s conclusion, we provided links for participants to learn more about deep-
fakes. Supplementary material contains a comprehensive list of all survey questions.

3.2  Experiment two: influence of deepfake speech quality

The second experiment investigates how the quality of deepfake recordings affects peo-
ple’s ability to identify them. Similar to the first experiment, the tests are conducted in 
Czech and Slovak. These Slavic languages sound very similar but differ in grammar and 
pronunciation. They are mutually intelligible, meaning that a speaker of one language 
can understand the other without studying it. The participants will be asked to recognise 
deepfakes in these languages. In addition, each deepfake recording will be given a quality 
score, which will later be used to determine if there is a threshold above which it is no 
longer possible to identify deepfakes correctly.
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The study was conducted via an online survey, which gathered demographic infor-
mation from the participants. Following this, participants were presented with pairs of 
audio recordings for evaluation. Each pair contained a genuine audio sample and its cor-
responding deepfake version, featuring the same speaker delivering the same content. To 
ensure a diverse and inclusive dataset, we randomly assigned 14 recording pairs to each 
participant. We carefully balanced the representation of male and female speakers across 
the two languages featured to cover all pairs from the created dataset.

In addition, the order in which these pairs were presented was randomised to miti-
gate potential bias. This approach was critical as we anticipated that not all participants 
would complete the survey in its entirety; by randomising the sequence, we aimed to 
prevent the latter pairs from being disproportionately overlooked. The task for partici-
pants was straightforward: identify the deepfake recording in each pair.

The demographic focus was on young individuals, particularly students and those 
heavily involved with technology and social media. This group’s familiarity with digital 
media, including potential exposure to deepfake content, suggests a higher proficiency 
in recognising deepfakes than older generations, making them the experiment’s primary 
audience.

For data analysis, we applied the Student’s paired t test, suitable for our data’s normal 
distribution pattern, with a significance level set at α = 0.05 . Jamovi4 was used for this 
analysis to validate our research questions and hypotheses.

The work described in this experiment results from a previously completed bachelor‘s 
thesis [34].

3.2.1  Hypotheses and research questions

For the second experiment, formulated the following hypotheses:
H1: Women are more likely to detect voice deepfakes than men.
H2: Women, compared to men, are more likely to detect deepfakes spoken by women.
H3: Men, compared to women, are more likely to detect deepfakes spoken by men.
H4: People are likelier to detect deepfakes in their native language.
H5: Headphones increase the human capability to detect deepfakes compared to device 

speakers.
H6: People who are aware of deepfakes are more likely to detect them than people who 

have never heard of deepfakes.
H7: People who believe they can detect deepfakes are likelier to detect deepfakes than 

people without this belief.
In addition to the hypotheses, we formulated the following research questions:
RQ4: Is there a threshold in the deepfake quality rating score beyond which it is no 

longer possible to recognise deepfakes?
RQ5: Are people more likely to detect deepfakes with the lower score assigned using the 

proposed quality rating system?
RQ6: Are people able to detect voice deepfakes?
RQ7: How many people with previous knowledge of deepfakes can recognise deepfakes?
RQ8: Does the audio device impact the human ability to recognise deepfakes?

4 https:// www. jamovi. org/.

https://www.jamovi.org/
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3.2.2  Speech quality measurement

To investigate the relationship between the quality of deepfake recordings and the 
human ability to detect them, a system is necessary to measure the quality of these 
recordings. Since no existing system meets this need, we have undertaken the task of 
developing one. We approach the quality assessment from the attacker’s point of view. 
The hallmark of an ideal deepfake speech recording for a potential attacker is that it per-
fectly mimics the voice of the person being imitated, is free from any background noise 
or artefacts, and delivers clear and easily understood content. With these criteria in 
mind, we have designed a quality measurement system for deepfake speech that evalu-
ates recordings based on three key factors:

Speaker Similarity of the speaker in deepfake recording with the recording (voiceprint) 
of the imitated speaker is calculated using the Phonexia Voice Biometrics.5 The system 
creates a voiceprint for each user, and the verification is done by comparing at least 
seven seconds of speech to this voiceprint. The similarity of speakers is expressed as log-
likelihood ratio (LLR).

The Perceptual Evaluation of Speech Quality (PESQ) is a measurement designed 
to predict the mean opinion score (MOS)—the people’s subjective opinions of syn-
thetic audio samples. PESQ is the objective quality measure recommended by ITU-T 
for speech quality of narrow-band telephone networks and speech codecs  [32] imple-
mentation is available online, as published by Wang et al.  [35]. The result PESQ score 
represents the MOS–LQO, which stands for Mean Opinion Score–Listening Quality 
Objective. It combines the objective measurements of various parameters (e.g., delay, 
packet loss) and subjective listening tests to model the relationship between the objec-
tive parameters and the perceived quality of the audio. The values lie within the range of 
1.0 and 5.0; the higher the score, the better the quality.

Finally, Mel Cepstral Distortion (MCD) is a widely used measure to differentiate two 
mel cepstral coefficient sequences. It is often used in speech synthesis systems to assess 
speech quality. The smaller result means less distortion between the signals and a bet-
ter match [36]. Implementation6 initial step involves generating mel cepstral coefficients 
(MCCs), a process tailored to the project’s specific requirements. This project adopted 
an approach that necessitates the creation of .mgc files due to the original implementa-
tion’s inability to directly process waveform audio for feature extraction. The .mgc files 
store pre-extracted acoustic features, including the MCCs, with additional support from 
external helper repositories for .mgc file generation.78 The extraction of these coefficients 
is performed using the World Vocoder  [37]. The fundamental frequency is then iden-
tified, logarithmically scaled, and transformed into .mgc format via the Speech Signal 
Processing Toolkit (SPTK).9 The resulting .mgc files, enriched with MCCs, are prepared 
for subsequent MCD computation. Using the Dynamic Time Warping technique, the 
MCD calculation is enhanced to account for potential timing discrepancies between 

5 https:// www. phone xia. com/ produ ct/ voice- biome trics/.
6 https:// github. com/ MattS hannon/ mcd.
7 https:// github. com/ Lukel luke/ MCD- MEL- CEPST RAL- DISTA NCE- MCD- appli cation.
8 https:// github. com/ CSTR- Edinb urgh/ merlin.
9 https:// sp- tk. sourc eforge. net/.

https://www.phonexia.com/product/voice-biometrics/
https://github.com/MattShannon/mcd
https://github.com/Lukelluke/MCD-MEL-CEPSTRAL-DISTANCE-MCD-application
https://github.com/CSTR-Edinburgh/merlin
https://sp-tk.sourceforge.net/
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sequences, ensuring accurate alignment. The desired outcome of MCD values falls 
within the 4.0–8.0 range, indicative of the quality of speech synthesis.

Computing final quality
The numerical values of these factors were adjusted to fit within a range of 0 to 1 using 

min–max normalisation. Typically, we would consider the proposed metrics equally 
important when evaluating the overall quality. However, PESQ assesses speech quality 
based on how listeners perceive it, whereas MCD measures how similar two recordings 
are. In the context of deepfakes, exact similarity to the original (bonafide) recording is 
less critical for a deepfake to be effective in deceptive scenarios. Therefore, we adjusted 
the significance of these metrics, reducing the MCD’s weight in our evaluation.

The rationale behind the chosen weights is based on this study’s specific context and 
objectives. PESQ and Speaker Similarity were each given a significant weight (40%) 
because the perceptual quality of speech and the resemblance to the target speaker’s 
voice are crucial for producing convincing and natural-sounding deepfake speech. MCD 
was assigned a lower weight (20%) as the primary goal is to create a convincing imitation 
rather than a replica.

The formula used to calculate the quality of deepfake speech is as follows:

The final quality score Qs lies between 0 and 100%. Higher values signalise better quality 
of deepfake speech. Finally, the parametrisation (weights) may be changed to better suit 
different use cases. For instance, in applications where exact similarity to the original 
recording is more critical, the weight for MCD can be increased accordingly. This flex-
ibility ensures that our approach remains generalisable and adaptable to various con-
texts, maintaining relevance to the specific objectives of different research or practical 
scenarios.

3.2.3  Data set

A custom data set has been created for this experiment, as no publicly available deepfake 
datasets contain paired recordings (bonafide–deepfake) with the same content in the 
Czech or Slovak language. The dataset thus contains pairs of audio clips containing bon-
afide and deepfake voices. These audio clip pairs are spoken by the same speaker, mean-
ing the deepfake’s target voice is the voice from the bonafide clip. The bonafide audio 

Qs = 0.4 ∗ SpeakerSimilarity+ 0.4 ∗ PESQ + 0.2 ∗MCD

Table 2 Table of quality ranges in each cluster

The numbers are rounded to two decimal points. The clusters are left as defined by the clustering algorithm, resulting in gaps 
between the intervals

Cluster Range [%]

1 [20.05, 34.67]

2 [38.29, 52.58]

3 [53.08, 67.77]

4 [72.48, 84.81]
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clips are taken from the Common Voice Corpus [38] version 12.0.10 We chose Common 
Voice because it provides a broad range of audio samples in many languages, includ-
ing Slovak and Czech, which are essential for this project. These original recordings had 
to be concatenated to fulfil Phonexia Voice Biometrics’ requirements about the length 
of the audio samples (min. 15 s for enrollment and 7 s for verification). The minimum 
length of pure speech contained in one enrollment recording was 15 s. All samples were 
thus gradually concatenated with the following ones to fulfil this requirement. These 
concatenated original clips were used as input for the voice conversion method to create 
their deepfake pair. We used Coqui deep learning toolkit11 with custom YourTTS [31] 
models for Czech and Slovak languages12 trained using the Common Voice corpus ver-
sion 12.0. The resulting deepfake samples have a lot of noise and distortions; however, 
this is intentional as we need to introduce a quality system rating, dividing the dataset 
into several groups of recordings sorted according to their assigned quality.

Recordings were assigned quality using the proposed quality measurement (subsub-
section 3.3.1) and sorted into quality groups using the k-means clustering algorithm.13 
We chose a one-dimensional array k-means input to sort the recordings into four 
groups. The quality score ranges of the clusters are displayed in Table 2. The rationale for 
clustering the recordings into four groups was based on the distribution of the quality 
scores. The quality scores were not evenly distributed, making it challenging to manually 
define clear and distinct ranges. To achieve the best possible separation and ensure each 
group represented a distinct quality level, we utilised k-means clustering. This method 
provided a more data-driven and objective approach to categorising the recordings into 
meaningful quality groups.

The final data set consists of twelve speakers.14 They are divided into six Slovak speak-
ers and six Czech speakers; for each language, there are three male and three female 
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Fig. 2 Age of respondents with a look at the gender ratio in five age groups

10 https:// commo nvoice. mozil la. org/ sk/ datas ets.
11 https:// github. com/ coqui- ai/ TTS.
12 Download links in the Declarations section.
13 https:// pypi. org/ proje ct/ kmean s1d/.
14 Download links in the Declarations section.

https://commonvoice.mozilla.org/sk/datasets
https://github.com/coqui-ai/TTS
https://pypi.org/project/kmeans1d/
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speakers. Each language includes three women and three men. Every cluster has its text 
file with a table representing every file in the group, its particular quality measure evalu-
ations, and the final score.

4  Experiments and results
Following the experiment design, we executed both experiments with different partici-
pant groups.

4.1  Experiment one: influence of the prior information

During the first experiment, we collected 31 responses. In terms of sex, 71% of 
respondents were male and 29% were female. The age of the respondents ranges from 
18 to 46, but 80% of the values are less or equal to 23, and the average age is about 
22.39 years, as shown in Fig. 2. In focus on the field of work, IT has the highest repre-
sentation, with 41.90% of respondents. The following common field is education with 
19.40%, law and healthcare with 6.50%, and other fields like machinery, marketing, 
military, art, etc., as shown in Fig. 3.

Participants were recruited through a convenience sampling method, whereby 
we randomly selected individuals from our personal and professional networks. We 
approached and invited a larger pool of individuals to participate, but only a subset 
of them chose to take part in the study. This method ensured a diverse but accessible 
pool of respondents, leveraging existing contacts to gather a broad spectrum of data 
efficiently.

IT
Pedagogy
Law
Healthcare
Machinery
Military
Marketing
Industrial Design
Elektro
Art
Security forces
Social work

41.9%

6.5%

6.5%

19.4%

Fig. 3 Proportions of fields in which respondents work

Table 3 RQ1 summary

Reaction during conversation

Reacted 0%

Described unnatural things from the conversation

Poorer audio quality 41.90%

Deepfake sign 3.20%
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All of the research questions have been answered:
RQ1: Are humans able to identify deepfake recording during casual conversation?
No one reacted to the deepfake at all during the conversation. One respondent even 

asked to repeat this set, yet he continued and answered the question as the others did 
without noticing.

Only one respondent mentioned anything specific about deepfakes before the true 
nature of the experiment was revealed. This gives us a deepfake detection success rate of 
3.20%. 13 respondents mentioned a lower quality of this recording; however, we cannot 
consider this a successful identification of the deepfake set.

Finally, a third of the respondents told us after the experiment or in their text responses 
in the questionnaire that the possibility of a fraudulent recording did not occur to them 
during the interview, and they focused primarily on the content and the correct answer, 

Table 4 RQ2 summary

Identify deepfake set

Marked 96.80%

Correctly identify 83.90%

Justification for identification

Different from the others 54.80%

Lower quality than others 29%

Deepfake sign 22.60%

I've never heard of
them
I've heard of them
before
I'm actively
interested in them

16.1%19.4%

64.5%

(a) Proportion of deepfake knowledge groups.

Internet
Not met
Just heard about them
Creates himself
Social Networks

19.4%

16.1%

25.8%

19.4%

19.4%

(b) Proportion of deepfake knowledge sources.
Fig. 4 Awareness of deepfake technology of the participants

Table 5 RQ3 summary

Heard of deepfakes

Heard of them 64.50%

Actively interested 19.40%

Never heard of them 16.10%

Where they heard about them

Social media 25.80%

Internet 19.40%

Not specify 19.40%

Create them themselves 19.40%

Never heard of them 16.10%
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stating that they considered the lower quality to be expected. These results are summa-
rised in Table 3.

RQ2: Are humans able to detect a deepfake recording among genuine ones?
After revealing that one of the sets is a deepfake, 83.90% of all respondents cor-

rectly identified this set. Respondents who marked the deepfake set and other options 
are not counted as successful. Counting these responses as successful would result in 
96.80% respondents identifying the deepfake set. Five out of the respondents (23.80%) 
incorrectly identified at least one genuine (bonafide) audio set as a deepfake. In addi-
tion, the only participant who did not identify the actual deepfake set incorrectly 
labelled the bonafide set as a deepfake.

54.80% of respondents justify selecting the deepfake set because it was different to 
others. The second most-stated reason was the lower quality compared to bonafide 
recordings, as mentioned by 29% of respondents. Finally, the third most-stated reason 
is the presence of typical deepfake artefacts, mentioned by 22.60% of respondents. 
These artefacts included slight distortion and glitches in the last word of the sentence. 
Some respondents gave a combination of stated reasons. These results are summa-
rised in Table 4.

RQ3: What is people’s awareness of deepfake technology?
Respondents had a choice of three options: 16.10% of respondents answered, “I’ve 

never heard of deepfakes”, 64.50% answered, “I’ve heard of deepfakes before”, and 19.40% 
answered, “I’m actively interested in deepfakes” as shown in Fig. 4a. Where they heard 
about deepfakes is variable but can still be classified into several groups, and more than a 
quarter of people (25.80%) said that they heard about deepfakes on social media, mainly 
in some informative videos, articles, etc. One respondent said they had encountered 
deepfake videos of politicians on TikTok. Consistently, 19.40% of people wrote that they 
heard about them on the internet, nothing more specific, or that they heard about them 
and did not specify where or tried to create them themselves, which were mainly people 
in the IT environment. The reported sources of deepfake awareness are shown in Fig. 4b. 
In summary, 83.90% of the participants have at least heard of deepfakes, mainly from 
social media and informative videos. The responses are detailed in Table 5.

Before the
experiment
was revealed
After the
experiment
was revealed

1 2 3 4 5
0

5

10

15

20

Value of conviction

N
um

be
r o

f r
es

po
nd

en
ts

Fig. 5 Responses to the question of how confident respondents are in detecting a deepfake, quantified by a 
number of respondents
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Respondents were also asked before and after the experiment how confident they 
were that they would detect voice deepfakes. They were asked to express this confidence 
on a scale of 1 (not confident) to 5 (extremely confident). The mean before the exper-
iment was 2.29, and 2.94 after. A total of 51.60% of respondents increased this value, 
while 45.20% did not change it, and only 3.20% decreased it, as shown in Fig. 5. Younger 
respondents mainly increased the value of their certainty. This may be due to their 
familiarity with technology and digital manipulation, a steeper learning curve, and the 
educational experience provided by the experiment. In addition, successfully identifying 
deepfakes during the experiment likely boosted their confidence, leading them to believe 
that detecting deepfakes will be easier in the future.

In addition, after completing the experiment, 74.20% of the respondents said they were 
surprised by the quality of today’s voice deepfake in the Czech language.

4.2  Experiment two: influence of deepfake speech quality

The survey was conducted over two months, during which 85 participants (48 men, 37 
women) completed it. The majority of participants were university students specialising 
in technical fields. An online survey was employed for participant recruitment and dis-
seminated through our colleagues, friends, families, and faculty members. In addition, 
leveraging the student union facilitated broader reach, as one of the authors was a stu-
dent then. While a larger pool of individuals was invited to participate, 85 respondents 
ultimately completed the survey. This recruitment strategy ensured a wide distribution 
and maximised engagement within our accessible networks.

Table 6 Results on confirmed hypotheses

Hypothesis Mean [%] Median [%] SD [%] p-value Effect Size

H3 Men 93.70 94.50 4.98 < 0.001 2.08

Women 78.90 78.70 5.76

H5 Headphones 91.50 92.10 3.82 < 0.001 1.79

Speakers 81.40 80.70 4.99

H6 Deepfake awareness 91.80 92.20 3.39 < 0.001 2.63

No deepfake awaere-
ness 

67.00 66.70 8.95

H7 Believe 89.20 89.10 3.82 < 0.001 1.09

Don’t believe 82.80 82.10 5.41

Table 7 Results on rejected hypotheses

Hypothesis Mean [%] Median [%] SD [%] p-value Effect Size

H1 Women 77.20 76.30 6.49 < 0.001 – 2.18

Men 93.90 94.40 3.70

H2 Women 75.50 75.70 6.82 < 0.001 – 2.37

Men 94.10 94.40 3.46

H4 Native Czech - Czech 91.30 92.30 5.28 < 0.001 1.22

ative Slovak - Czech 84.30 84.40 3.93

H4 Native Slovak - Slovak 83.70 83.70 4.42 < 0.001 – 1.05

Native Czech - Slovak 91.70 92.30 5.65
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However, it is important to note that not every respondent reviewed each pair of 
recordings presented in the survey. We analysed the gathered data using the students’ 
T test. The analysis enabled us to confirm several hypotheses, as detailed in the results 
presented in Table 6.

H3: Men, compared to women, are more likely to detect deepfakes spoken by men.
H5: Headphones increase the human capability to detect deepfakes in comparison to 

device speakers.
H6: People who are aware of deepfakes are more likely to detect them than people who 

have never heard of deepfakes.
H7: People who think they can detect deepfakes are more likely to detect deepfakes than 

people who do not think they can detect deepfakes. 
As shown in Table 7, the following hypotheses were rejected as there is insufficient sig-

nificant evidence to support them according to the Student’s t test:
H1: Women are more likely to detect voice deepfakes than men.
H2: Women, compared to men, are more likely to detect deepfakes spoken by women.
H4: People are more likely to detect deepfakes in their native language. 
Finally, we were able to answer all the research questions:
RQ4: Is there a threshold in the deepfake quality rating score beyond which it is no 

longer possible to recognise deepfakes?
The results have shown that there seems to be no such threshold in the deepfake 

quality rating score. Every deepfake recording was correctly recognised at least once. 

Table 8 Quality ranges in each cluster

The numbers are rounded to two decimal points. The clusters are left as defined by the clustering algorithm, resulting in gaps 
between the intervals

Cluster Range [%] Deepfake 
recognition 
accuracy [%]

1 [20.05, 34.67] 88.20

2 [38.29, 52.58] 87.90

3 [53.08, 67.77] 86.50

4 [72.48, 84.81] 85.00

Fig. 6 Plots depicting the accuracy of deepfake detection by gender: Men’s accuracy is shown on the left, 
and women’s on the right. The X-axis indicates the percentage of correctly identified deepfakes, while dual 
Y-axis show the volume of accurately labelled recordings. The graphs employ orange (m) and blue (f ) to 
distinguish between recordings voiced by male and female speakers, respectively, sharing a common X axis 
but with separate Y axes for each gender’s count of correctly identified recordings
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Therefore, no deepfake would present the boundary quality beyond which it was impos-
sible to recognise. However, this observation is closely tied to the synthesiser and 
experimental conditions used. Given the rapid advancements in technology since these 
experiments were conducted, it is likely that results would differ with a more powerful, 
state-of-the-art synthesiser.

RQ5: Are people more likely to detect deepfakes with lower score assigned using pro-
posed quality rating system?

As Table 8 shows, the quality of deepfake recordings is inversely proportional to the 
deepfake recognition accuracy. The higher the quality, the more challenging it is to rec-
ognise a deepfake.

RQ6: Are people able to detect voice deepfakes?
The results might be categorised into two main parts: one focusing on gender differ-

ences and the other on the impact of native language in deepfake recognition.
Our findings reveal that men are more proficient in identifying deepfakes than women. 

In the survey, 48 men (56%) and 37 women (44%) participated. Men recognised 93.90% of 
all deepfakes, while women identified 77.20%. Specifically, men detected 94.10% of deep-
fakes spoken by women and 93.70% spoken by men. Women had a 78.90% accuracy rate for 
deepfakes voiced by men and 75.50% for those voiced by women, as shown in figure Fig. 6.

Regarding native language, Czech speakers were more successful at detecting deepfakes 
than Slovak speakers. The survey included 51 Slovak native speakers and 34 Czech native 
speakers, with an additional two participants reporting other native languages, accounting 
for 60% Slovak and 40% Czech speakers, respectively. Czech natives demonstrated a 91.50% 
accuracy in deepfake detection, compared to the 84% accuracy of Slovak speakers. When 
evaluating deepfakes by the language spoken (Czech or Slovak), Czech natives showed 
91.30% accuracy for Czech-voiced and 91.70% for Slovak-voiced deepfakes. Slovak speak-
ers had an accuracy of 83.70% for Slovak-voiced and 84.30% for Czech-voiced deepfakes. 
These findings support the hypothesis that Czech native speakers are more adept at detect-
ing deepfakes in both languages, as illustrated in Fig. 7.

RQ7: How many people with previous knowledge of deepfakes can recognise deepfakes?

Fig. 7 Plots illustrating the proficiency of native Czech and Slovak speakers in identifying deepfakes, with 
Czech speakers’ results on the left and Slovak speakers’ on the right. The X-axis quantifies the percentage of 
recordings correctly identified. Two distinct colours, blue for Czech (cz) and orange for Slovak (sk) recordings, 
indicate the language of the recordings. Though these graphs share a common X axis, they feature separate 
Y axes to display the count of recordings correctly identified in each language by the respective groups of 
native Czech and Slovak speakers
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People who have already heard about deepfakes were more likely to detect deepfakes. 
Sixty-nine people claimed that they have heard about deepfakes before, which represents 
81.18% of all people. The 16 people, representing 18.82%, claimed they had never heard 
about deepfakes. The correctness of labelling the deepfakes by people who have heard 
about deepfakes is 91.80%. Conversely, the correctness of labelling the deepfakes by people 
who have not heard about deepfakes is 67%.

RQ8: Does the audio device impact human’s ability to recognise deepfakes?
The results suggest that the audio playback device impacts humans’ ability to recog-

nise deepfakes. Of all people, more than 52% were using headphones while listening to 
the recordings, 47% used a device’s speakers, and 1% (one person) used another, unspeci-
fied device. The accuracy of proper deepfake detection by people who used headphones is 
91.50%. The accuracy of deepfake detection by people who used speakers is 80.70%.

5  Discussion
Related work evaluating human ability often reports more than 60% success rate. The 
success rate of deepfake detection in the first experiment is 3.20%, which is quite dif-
ferent. It is thus important to say that our approach is fundamentally different from the 
other works. Considering the case where respondents knew they were presented with 
deepfakes, the success rate of around 80% for both experiments confirms the related 
studies’ outcomes.

The results of this study revealed several intriguing insights. Notably, none of the par-
ticipants reacted to the deepfake audio during casual listening. However, when explicitly 
prompted to pinpoint the deepfake set, nearly all respondents successfully identified it. 
Many participants confessed that they hadn’t detected any anomalies upon first listen-
ing. This fundamental discovery has profound implications for educating the public. It 
suggests that the security risks associated with deepfakes are more extensive than ini-
tially anticipated, indicating significant vulnerabilities within modern society. Yet, when 
participants listened for a second time with the specific intent of identifying the deep-
fake, they could confidently discern the computer-generated voice. There may be several 
reasons for this, but we lean towards something similar to a psychological phenome-
non called The Monkey Business Illusion  [39], which states that if people focus on one 
thing, they are more prone to overlook another, in their opinion, less important things. 
In our case, it was the answers to the questions and the sound quality. People focused on 
the correct answers and ignored the difference in the voice recordings. However, they 
detected it easily when we told them to focus on quality and find the deepfake. These 
results thus demonstrate the crucial role the knowledge of deepfakes plays in their cor-
rect identification and that the education of the broad public on this topic is inevitable.

Moreover, we observe that our ability to recognise deepfakes is connected to the qual-
ity of consumed recordings. This goes hand in hand with the used playback device. The 
increasing quality of the playback device seems to boost our capacity to identify deep-
fake recordings. In the most favourable cases, we would have the information about pos-
sible deepfake exposure and proper playback devices to analyse the recording and make 
a decision. These findings directly apply to designing protection measures or internal 
processes to mitigate the possible damage.
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The prior experience with deepfakes is similar within both tested groups, meaning that 
the younger population of the Czech Republic has solid knowledge of deepfake technol-
ogy. Moreover, we can estimate that the awareness will drop with increasing age  [40]. 
It is thus essential to directly educate these vulnerable groups, such as older people, 
as vishing attacks or scams often target them. From the collected results, it is evident 
that prior experience plays a role in the ability to recognise deepfakes, which is also 
confirmed by other studies [28, 41]. Even though identifying factors that contribute to 
the correct identification of deepfake recordings led only to the differences in quality 
and deepfake-specific artefacts, it is evident that raising awareness is a reliable indirect 
means to improve the ability of the general public to recognise deepfakes.

It is also important to understand to what extent the general public understands deep-
fakes. As the results from the first experiments suggest, more than 75% of respondents 
were surprised by the current quality of deepfake speech. Out of the respondents who 
have at least heard of deepfakes, more than 58% were surprised by the quality. Finally, 
from the 16% of the respondents actively interested in deepfakes, 40% reported they 
were surprised by the quality. Moreover, these results align with our personal experience 
from lectures and demonstrations about deepfakes. Even people with previous knowl-
edge of deepfakes are often surprised by the quality and capability of state-of-the-art 
models. Awareness is thus a severe issue because knowing that deepfakes exist is very 
different from understanding their full potential. And without understanding their full 
potential, people may not expect to encounter them in the increasingly frequent attacks.

This study’s findings indicate notable differences in the ability to detect deepfake utter-
ances between genders, with women facing more challenges in this area than men. This 
observation opens up avenues for further research into how demographic factors influ-
ence the recognition of deepfakes and which demographic groups might be more sus-
ceptible to such deceptive practices. Understanding these dynamics could lead to more 
effective strategies for safeguarding vulnerable populations.

In addition, our analysis revealed a discrepancy in deepfake detection abilities between 
Czech and Slovak speakers, suggesting that Czech speakers were more adept at identify-
ing deepfakes. This difference prompts a broader hypothesis that specific linguistic com-
munities may possess varying levels of resilience or susceptibility to deepfake attacks. For 
instance, the French language, known for its rigorous pronunciation rules, might present 
a significant challenge for deepfake creators, as native French speakers may struggle to 
comprehend speech from non-native speakers  [42, 43]. Conversely, languages that are 
more lenient in pronunciation or have numerous dialects might be more susceptible to 
convincing deepfake impersonations. This aspect of our research highlights the poten-
tial impact of linguistic characteristics on the effectiveness of deepfake technologies and 
underscores the importance of tailored protective measures for different language com-
munities. Given these preliminary findings, further research is required to deepen our 
understanding of these phenomena and to develop more nuanced approaches to coun-
tering deepfake misinformation across diverse linguistic and demographic landscapes.

5.1  Limitations

The primary issue with the first experiment was the quality of the deepfake recordings, 
which were attributed to background noise. Despite minimal noise and the recordings 
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being understandable when played on an iPhone 11, many participants reported that 
the noise significantly compromised the quality. This discrepancy in audio quality per-
ception likely stems from the variability in noise reduction capabilities across different 
playback devices. The most commonly reported problems by participants were related 
to the poor quality and presence of noise, with 13 respondents specifically mentioning 
reduced quality. This observation does not substantially limit the findings of our results 
but rather shows how deep the problem actually is. Using state-of-the-art models that 
are currently able to suppress these artefacts would make the results much less favour-
able for us humans.

In recent months, the field of speech synthesis has seen rapid advancements, signifi-
cantly improving the quality of synthesised speech. If cutting-edge technology were 
employed currently, we anticipate the findings would be notably more concerning.

Regarding the second experiment, including a more extensive and diverse group of 
participants would have been advantageous. Most participants were young individuals 
with a background in IT, a demographic presumably more adept at identifying deep-
fakes. Consequently, the performance of this group could be considered the upper 
bound of deepfake recognition capabilities, suggesting that outcomes from a more var-
ied sample might be even more concerning. Despite this, the comparison with other 
studies indicates that our participant sample was sufficiently representative, affirming 
the validity of our observations concerning the quality of deepfake speech.

6  Improving human ability to detect deepfakes
The limited capability of humans to detect deepfakes accurately highlights the criti-
cal need to enhance this skill. In light of this, we propose several strategies grounded 
in existing research and our findings to bolster the ability of individuals to discern 
deepfakes.

Westerlund  [44] cites computer scientist Hao Li, who remarks, “This is developing 
more rapidly than I thought. Soon, it is going to get to the point where there is no way that 
we can actually detect [deepfakes] anymore, so we have to look at other types of solutions.“

Supporting this, evidence from prior studies and our research indicates that exposure 
to deepfakes can enhance the human capacity to identify them [28, 41]. Raising public 
awareness emerges as a broad yet impactful strategy to improve general proficiency in 
recognising deepfakes, with even basic demonstration materials proving beneficial.

However, it is important to acknowledge that not all studies agree on the impact of 
prior exposure to deepfakes on detection performance. For instance, Bray et al. [26] and 
Mai et al. [14] found that previous exposure to deepfakes did not significantly improve 
detection abilities. This discrepancy in findings highlights the issue’s complexity. It sug-
gests that the effectiveness of exposure may depend on various factors, such as the type 
and quality of deepfakes, the context of exposure, and individual differences in percep-
tual and cognitive abilities.

In addition, the concept of super-recognizers, individuals who excel in face recogni-
tion, suggests that detection abilities can vary significantly within the population  [45]. 
Auditory perception, abstraction skills, and overall perceptual and cognitive abili-
ties also play a crucial role in recognizing deepfakes. Therefore, while exposure and 
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awareness-raising are beneficial, the varying capabilities among individuals must be con-
sidered in strategies aimed at improving deepfake detection.

Given these mixed results, further research is necessary to understand the conditions 
under which exposure to deepfakes can enhance detection performance. It may be that 
certain types of training or exposure are more effective than others or that individual 
differences play a significant role in the ability to detect deepfakes. Thus, while pub-
lic awareness and exposure remain promising strategies, they should be implemented 
thoughtfully, considering the nuances highlighted by conflicting research findings.

Tahir et  al.  [23] significantly improved detection abilities by educating participants 
through illustrated deepfake videos, emphasising key points and analytical techniques. 
Transferring this educational approach to audio deepfakes requires identifying specific 
audio deepfake artefacts and instructing people on these markers using concrete exam-
ples. However, the challenge with audio media is notable; internet videos are generally of 
high quality, while audio media, such as phone calls or voice messages, often experience 
quality degradation due to transmission or recording methods, which could mistakenly 
be perceived as signs of deepfakes.

Our experiment revealed that participants initially focused on content, overlooking 
sound artefacts, and failed to detect the deepfake. Upon a second listening, with atten-
tion shifted to audio qualities, most could identify the deepfake. This suggests a dual-
listening strategy for deepfake detection: the first for content and the second for audio 
analysis.

Furthermore, we advocate for training in verification and caution. Given the increas-
ing sophistication of deepfakes, as noted by the FBI [46], adopting the SIFT method—
Stop, Investigate the source, Find trusted coverage, and Trace original content—can 
effectively counter disinformation. This strategy, coupled with scepticism towards online 
personas and the use of multi-factor authentication, enhances protection against deep-
fakes. Implementing simple validation steps, such as double authentication for sensitive 
transactions, can prevent spoofing attempts.

Considering each piece of information as potentially false until verified could also 
serve as a proactive defence against misinformation. This approach, akin to scepticism 
towards improbable claims from strangers, could reverse the current trend of credulity 
in online information.

Detection tools, as shown by Groh et al. [22], can aid in identifying fraudulent media. 
However, accessible, non-commercial tools for verifying media remain scarce.

To consolidate these strategies, we propose the creation of an educational platform 
offering:

• Demonstrations of deepfake technologies, misuse examples, vulnerabilities, and 
defensive measures.

• Interactive training for detecting synthetic media.
• Guidance on information verification and cautious engagement.
• An overview of detection tools, including usage tutorials.
• Resources and links for individuals impacted by deepfakes, such as www. napis nam. 

cz in the Czech Republic.

http://www.napisnam.cz
http://www.napisnam.cz
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A publicly accessible web application where users can explore tutorials, interact with 
deepfake technology, and learn about its implications could significantly bolster public 
resilience to these deceptions.

7  Conclusions
This work has shown that the human ability to recognise voice deepfakes is not at a level 
we can trust. We have pointed out crucial factors that influence the human ability to rec-
ognise deepfakes, which significantly change the threat landscape and impacts of deep-
fake speech. The prior information about deepfake exposure substantially influences the 
recognition abilities. It is thus challenging for people to distinguish between real and 
fake voices if they are not expecting them. The human ability to detect deepfakes is influ-
enced mainly by the fact that people don’t think about the voice they are listening to, 
are used to poor-quality audio conversations, and focus primarily on the content of the 
message.

It is evident that people without knowledge of deepfakes cannot reliably identify deep-
fake recordings in conversation. Combined with the Czech and Slovak languages, we 
show this problem is general and poses a significant threat to society. Even less popular 
languages are threatened, as synthesising speech is no longer limited to English. Moreo-
ver, after revealing the presence of a deepfake set, most respondents could identify it. 
However, this identification was caused by a difference in audio quality or muffled sound 
compared to the bonafide sets. It is thus essential to address these imperfections in 
future and assess what role the audio quality plays in the detection process.

As suggested, the second factor influencing the human recognition of deepfakes is the 
quality of deepfake recording. It is apparent that our ability to distinguish bonafide from 
deepfake recordings degrades with increasing quality of deepfake speech.

Our results show that awareness of deepfake technology increases individuals’ ability 
to recognise deepfake recordings. It is thus vital to continuously raise public awareness 
and educate the broad public on the dangers of deepfake technology.
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