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Abstract 

In real scenes, small target faces often encounter various conditions, such as intricate 
background, occlusion and scale change, which leads to the problem of omission 
or misdetection of face detection results. To solve this puzzle, an improved algorithm 
of small target face detection 4AC-YOLOv5 is proposed. First, the algorithm by intro-
ducing a new layer to detect faces at a much smaller size, through the fusion of more 
shallow information, enhance the network perception of small objects, the accu-
racy of small target detection is improved; second, to improve the neck structure, 
to add the adaptive feature fusion network AFPN to replace FPN + PAN, to prevent 
the large information gap between non-adjacent Level to some extent, and to fully 
retain and integrate different scale characteristic information; and finally, improve 
the C3 module and propose a new multiscale residual module C3_MultiRes. Improv-
ing the expressive power of the network by introducing a multibranched structure 
and gradually increasing resolution somewhat reduces the complexity of the model 
calculation. The experimental results show that the precision of the improved model 
reached 94.54%, 93.08% and 84.98% in easy, medium and hard levels of WiderFace 
data set, respectively, and the results of detection are better than the original network. 
4AC-YOLOv5 can meet the requirements of small target face detection in complex 
environment.
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1  Introduction
In the last few years, object detection [1] has always been a core issue in the computer 
vision research field, and its task is to distinguish objects in an image or video from 
other regions of interest, determine whether the target exists, and to confirm target 
classes and positions. With the feature extraction technology based on deep neural net-
works being widely used in computer vision tasks, object detection technology has made 
a major breakthrough. At present, according to the rule of whether to generate candi-
date regions, algorithms of target detection are usually divided into two-stage algorithms 
[2] and one-stage algorithms [3]. The former mainly uses deep learning method and 
extracts the depth features of the corresponding regions by extracting candidate regions, 
representing the algorithms R-CNN [4], SPP-net [5], Fast R-CNN [6], Faster R-CNN [7] 
and R-FCN [8], etc. Although the two-stage algorithm maintains a large advantage in 
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accuracy, but, in the real-time scene detection, the speed of detection is often unsatis-
factory. In contrast, the latter does not need to select the target candidate region, and 
directly regression the distribution probability and location coordinates of the target, 
which can obtain a great improvement in speed. Due to the advantages of high detec-
tion accuracy and less time consuming, the one-stage algorithm has gradually turn into 
a study hotspot in the domain of target detection, and the representative algorithms 
include RetinaNet [9], YOLO [10–16] series and SSD [17] series.

Among many target detection technologies, face detection [18] is the earliest technol-
ogy put into practical application. For instance, in the domain of security, face detection 
can help the monitoring system effectively lock the criminal suspect; in terms of mobile 
payment and secure login, face detection has also become an important part of face 
unlocking technology, which can be seen that face detection not only facilitates people’s 
lives, but also provides a guarantee for life safety. However, in real scenes, the problem 
of small target face detection [19] is more prominent. When the security camera takes 
a long-range picture or a crowd gathering place, there are often some small size, low 
resolution faces, their visualization information is less, it is difficult to let the detection 
model obtain more discriminating features, resulting in the problem of missing the tar-
get face. Moreover, when the background information around the small target face is 
similar to the color and texture of the face, detection error easily happened. The faces of 
small targets moving in outdoor scenes are more likely to be blocked by other objects, 
thus increasing the complexity of detection. In response to these difficulties, Zhu et al. 
[20] proposed a CMS–RCNN model based on Faster RCNN, which fuses context infor-
mation into face detection and utilizes multi-scale PRN to make the model have stronger 
feature expression capability, but the model detection is relatively slow. Deng [21] et al. 
proposed a pixel-based Face positioning method RetinaFace, which adopted a multi-
task learning tactics to predict the 3D position and correspondence of the face score, 
the face box, the key points of five people’s faces, and each face pixel at the same time, 
and realized SOTA on the Wider Face dataset. Li et al. [22] proposed a DSFD algorithm, 
which uses FEM module to enhance receptive field and relies on progressive anchor loss 
function PAL to obtain high-resolution information. The improved anchor points can 
better match faces, but the model is larger and the calculation speed is slower. Qi et al. 
[23] proposed a new face finder model, YOLO5Face, on the basis of YOLOv5 model, 
meanwhile proposed different types of face finders according to the needs of different 
applications. The Focus module was replaced with the Stem module, which improved 
the model feature expressiveness and reduced the complexity of the calculation. The loss 
function is replaced with Wing Loss to achieve rapid convergence of the network, but 
this method is aimed at detecting large faces, and the detection performance of small 
faces needs to be further improved.

Although the above methods have good research results face detection field, they can-
not maintain a balance between detection accuracy for small targets face and the cal-
culation and parameters amount of model. For this problem, this paper improved the 
method based on YOLOv5s, and proposed a small target face detection model 4AC-
YOLOv5. First, by introducing a new layer to detect faces at a much smaller size, the 
model can better adapt to targets of various sizes, and can more accurately identify and 
locate small targets in complex scenes with large size changes, the accuracy of small 
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targets detection is improved. Second, the asymptotic feature pyramid network (AFPN) 
replaces FPN + PAN to prevent the large information gap between not adjacent level, 
which leads to information loss or degradation in multilevel transmission. Because only 
normal convolution components are introduced, the algorithm improves the detection 
precision rate, meanwhile reduces the calculation and parameters amount of model. 
Finally, a multi-scale residual module C3_MultiRes is proposed to process features of 
different scales through multiple parallel branch structures, so as to enlarge the recep-
tive field and make the model better understand the semantic information of the whole 
image. The improved model reduces parameters amount compared with the benchmark 
model, the detection of small target face under complex background accuracy has also 
been improved. Figure 1 shows the improved 4AC-YOLOv5 network model.

2 � YOLOv5
As one of the models widely recognized by researchers in object detection, YOLOv5 has 
made some improvements and optimizations based on yolov4, so that it can better bal-
ance detection accuracy and detection speed. Compared with YOLOv7 and YOLOv8 
models, YOLOv5 has low performance requirements on devices and fast computing 
speed, and is more suitable for deployment on intelligent terminal devices. The YOLOv5 
algorithm has versions of four different size models, YOLOv5s, YOLOv5l, YOLOv5x and 
YOLOv5m, among which, YOLOv5s is the smallest model in this series, which has the 
fewest layers and the smallest computational complexity, and performs best on devices 
with limited computing resources. Therefore, YOLOv5s algorithm is selected in this text 
for further research.

The main structure of YOLOv5s includes the following parts: input, backbone, neck, 
and head. The input is usually used to receive image data and preprocess it. It normal-
izes, scales and clips the original image to adapt to the input requirements of the model. 
The backbone network mainly adopts the CSPDarknet structure. It is responsible for 
extracting the features of the image, gradually transforming the image from low-level 

Fig. 1  Network structure of 4AC-YOLOv5
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pixel information to high-level semantic features through a series of convolutional lay-
ers and residual blocks. Backbone extracts rich feature information at different scales for 
subsequent target detection tasks; the neck network adopts FPN + PAN [24] structure 
to integrate feature maps of different scales and carry out feature fusion, compared with 
YOLOv4 neck structure, YOLOv5s adopts CSP2 structure, which further enhances the 
capability of network feature fusion. The function of the channel block squeeze (CBS) 
module is to enhance the feature extraction capability and improve the accuracy of 
target detection. Three detection layers of different sizes are designed in the detection 
head module, using GIoU as bounding box regression loss function, and the best target 
bounding box is found by enhanced NMS algorithm.

3 � Related technologies
3.1 � Design small target detection layer

The YOLOv5 model uses the classic FPN + PAN structure, and the features are further 
extracted and fused through the fusion and matching of rich location information and 
feature maps with different resolutions, thus improving the detection accuracy of tar-
gets. In terms of detection layer, its model is detected and output on the feature layer 
of large, medium and small sizes, respectively. However, as we all know, small targets 
usually have small size and low resolution. Compared with large targets, small targets 
are more likely to suffer from missed detection and false detection, so the detection 
layer needs to have higher positioning accuracy to find targets more accurately. For 
the problem that small targets are difficult to extract, 160 × 160 small target detection 
layer is introduced base on 80 × 80, 40 × 40, 20 × 20 prediction feature output layer of 
the benchmark network. Compared with the other three output layers, the small tar-
get detection layer fuses shallower information, making the location information rela-
tively rich, enhancing the network’s perception of small targets, and being able to more 
accurately identify and locate small targets in complex scenes with large target size vari-
ations, thus improving the detection accuracy. Meanwhile, because the traditional fixed-
size anchor frame may not match the size of the target object, the small target may lead 
to missing or false detection, K-means clustering algorithm [25] is added to regenerate 
12 different preset anchor frame sizes for the four detection layers, which can better 
adapt to the requirements of specific scenes and reduce the deviation between the target 
and the anchor frame. Improve the precision and accuracy of target detection.

3.2 � Improved neck network

Multi-scale feature fusion algorithm [26] can grasp face information by using features 
at different scales in face detection, and then fuse the extracted face feature informa-
tion to further optimized the algorithm performance. One of the classic networks is 
the combination of FPN (feature pyramid network) and PAN (path aggregation net-
work) structures adopted in the Neck structure of YOLOv5. FPN can extract rich 
feature information at different scales through top-down path linking, while PAN is 
a structure that aggregates features at different scales through bottom-up path link-
ing, so as to integrate feature maps with different resolutions. However, due to the 
increase in resolution, some details in the original feature map may not be fully recov-
ered, which weakened information transfer and the retention of important features 
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between non-adjacent levels. Yang et al. [27] proposed a progressive feature pyramid 
network (AFPN) to facilitate semantic interaction between non-adjacent layers. In 
the AFPN structure, low-level features are mutually fusion with high-level features 
through up-sampling and residual connection, so that high-level features are gradu-
ally introduced into the fusion process; in this way, features of different scales can 
be fully utilized. Meanwhile, considering the possible multi-object information con-
flict in feature fusion process, AFPN also dynamically adjusts the weight of features 
through adaptive feature fusion operation, so that targets of different scales can get 
proper attention, thus improving the detection performance of small targets.

The AFPN structure is shown in Fig.  2. In Backbone network, a top-down fea-
ture extraction process is adopted to extract the last feature layer from each feature 
layer to generate a set of new features of different scales, which are expressed as 
{C2,C3,C4,C5}. In the subsequent feature interaction process, low-level features C2 
and C3 are first input into the feature pyramid, and the semantic gap between them 
is reduced through adaptively spatial feature fusion (ASFF). Because C3 and C4 are 
adjacent hierarchical features, the semantic gap between non-adjacent C2 and C4 is 
reduced. Then, C4 is added for adaptive spatial feature fusion, and finally C5 is added. 
To align the fusion dimensions, 2 × 2 convolution with stride of 2, 4 × 4 convolution 
with stride of 4 and 8 × 8 convolution with Stride of 8 are applied to achieve 2, 4 and 
8 downsampling, respectively; the same method was used for upsampling. In the 
YOLOv5 model, only three levels of features are used, this is shown in Table 1, this 
paper appends a new detection layer, and eight times of up-sampling and down-sam-
pling are used to better improve the small targets detection performance.

In order to features of different scales can be fully utilized, the adaptive feature 
fusion method ASFF is adopted in AFPN [28]. As shown in Fig. 3, this method can not 
only retain details in low-level feature maps, but also deliver semantic information in 
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Fig. 2  AFPN network structure

Table 1  Sampling stride comparison data on Wider Face data set

Bold value is that it is the best value in the comparison result

Sampling stride Easy Medium Hard Params (M) Flops (G)

4 × 4 94.60 93.05 83.14 6.327 5.602
8 × 8 94.74 93.12 84.75 7.139 7.291
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high-level feature maps; according to the feature quality of each level and its contri-
bution to target detection, the weights of features of different levels are dynamically 
adjusted and thus better captures target details and context information. It can be 
seen from formula (1) that this method integrates the features of three levels. Let cn→l

ij  
represent the eigenvector from Level n feature resize to Level l at position i, j  . The 
eigenvectors of these different layers are then multiplied by the weight parameters αl

ij, 
β l
ij and γ l

ij and add them to get the resulting feature vector, which is represented as dlij:

Among them, αl
ij + β l

ij + γ l
ij = 1 . Since the addition method is adopted, the features 

of each Level are up-sampled or down-sampled, so that they have the same size as the 
features of other levels, and the channels number is adjusted by convolution operation, 
so that each Level also has the same number of feature channels. Considering the differ-
ence in the number of fusion features at each stage of AFPN, an adaptive spatial fusion 
module with the number of specific stages is realized. In the article, the feature fusion of 
2, 3 and 4 levels is adopted, so that it can extract the features of small targets at a deeper 
level.

3.3 � C3_MultiRes

The C3 module used in YOLOv5 consists of a series of convolutional layers, with having 
multiple branches and cross-layer connections, which mainly function is to extract the 
characteristics of input data and reduce the parameters amount and calculation amount 
of convolutional layers to improve the efficiency of the model. In 2021, Gao et al. [30] 
proposed an improved multi-scale residual module Res2Net based on the ResNet [29] 
model, whose structure was mainly improved by replacing the 3 × 3 convolution in the 
middle of the original ResNet model with a multi-scale residual convolution. Compared 
with ResNet, Res2Net obvious advantage is that it can effectively capture the differ-
ent scales of space information. In ResNet, each convolutional layer can only capture 

(1)d
l
ij = αl

ij · c
1→l
ij + β l

ij · c
2→l
ij + γ l

ij · c
3→l
ij
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Fig. 3  Adaptive feature fusion operation
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features within a certain range, while Res2Net can effectively expand the range of the 
receptor field by decomgenerating the convolution into multiple sub-modules and con-
necting these sub-modules. Thus, richer feature information can be captured. In addi-
tion, Res2Net can also improve network performance without increasing network depth, 
so it has certain advantages in some tasks with limited computing resources. In this 
paper, a multi-scale residual C3_MultiRes module is proposed by combining Res2Net 
module and C3 module. Figure 4 shows its structure. First, the input features undergo a 
1 × 1 convolution to extract low-level features, and channel number is n(n = s × w), then 
the feature map is sent into s residual blocks, the number of channels in each residual 
block is w, and Xm is used to represent each residual block (because x is divided into four 
parts in the figure, so s = 4), and then, the 3 × 3 convolution of 3 w channels is used to 
replace the original single 3 × 3 convolution in the bottleneck. Where X1 is divided into 
two branches after 3 × 3 convolution, one to Y1 and one to X2. X2 combines with the 
information from it, and repeats the above operation to the end of X3 after 3 × 3 convo-
lution. To avoid the increase of parameters amount, X4 is passed directly to Y4 without 
any operation. After processing all sub-feature graphs, they are merged into 1 × 1 con-
volution to obtain multi-scale residual information. As shown in formula (2), assuming 
Xm, where m ∈ {1, 2, 3, 4} , Km () represents the convolution of 3 × 3, and the output is 
represented as Ym:

This multi-scale residual structure [31] improves the expressiveness of the model by 
introducing a multi-branch structure and progressively increasing resolution, which 
makes the network better able to process features of faces at different scales and resolu-
tions. Meanwhile, it also ensures the effective transmission of features and the full use of 
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Fig. 4  C3_MultiRes module structure
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information, which means that the model can better adapt to faces of different scales, ges-
tures and complex backgrounds for small target face detection, thus improving the detec-
tion accuracy of small target faces.

4 � Experimental results and analysis
4.1 � Data set

4.1.1 � Wider face data set

In the article, the experiment using Wider Face [32] data set for training and evaluation our 
model. As an authoritative face detection data set, Wider Face has a large amount of data 
and high scene complexity, including more than 32,000 images and nearly 400,000 high-
precision labeled faces. Each face is marked with detailed information such as illumination, 
occlusion, and posture, and the data set is divided into 61 categories according to the type 
of event scene, and the images of each type of event are divided according to the propor-
tion of training set 40%, verification set 10%, and test set 50%. Divide the face into three 
scales based on the height of the image: small (10–50 pixels), medium (50–300 pixels), large 
(more than 300 pixels). According to the detection rate of EdgeBox, the detection difficulty 
of WiderFace is set to three levels: easy, medium and hard. The difficult data set contains a 
large number of small target face image data, which is exactly in line with the requirements 
of this paper for small target face detection. It is undoubtedly challenging to achieve high 
detection accuracy on the difficult subset.

4.1.2 � FDDB data set

FDDB (face detection data set and benchmark) [33] is an industry-recognized standard data 
set for face detection algorithm evaluation. The data set contains 5171 labeled face images 
involving various poses, expressions and lighting conditions, and the evaluation results can 
mirror the performance of the algorithm under different conditions.

4.2 � Experimental environment

Operating system: Windows 11 Professional.
Hardware configuration: Intel(R) Core(TM) i5-11400@2.60 GHz CPU, NVIDIA GeForce 

RTX 3060Ti GPU.
The compilation environment is Ubuntu16.04.7, Python: 3.7.1, Pytorch1.12.0 + cu113, 

CUDA11.3.
Experimental training parameter: img-size is 640 × 640, batch-size is 16 and epochs is 

250.

4.3 � Evaluation index

In the experiment, recall (R), precision (P), average precision (AP), mean average precision 
(mAP), parameter number (Params) and computational effort (FLOPs) were used to evalu-
ate the detection performance of the model on the data set. The formulas are shown in for-
mulas (3–6), respectively:

(3)R =
TP

TP+ FN
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where TP is that the model correctly detects the real positive example, FP is that the 
model incorrectly determines the non-existent positive example as the positive example, 
and FN is that the model incorrectly fails to detect the real positive example, n indicates 
target categories amount that need to be detected, mAP is the AP average of multiple 
categories, higher values indicate better detection performance. The number of param-
eters is used as the criterion to evaluate the complexity of the model. When parameters 
amount is small, it means the less computing resources are used, and the calculation 
amount can measure the computing time of the model.

4.4 � Ablation experiment

In the same experimental environment and training parameters, the improvement effect 
of the 4AC-YOLOv5 compared with the benchmark model was verified by parameter 
number and calculation amount of the model and the precision of the WiderFace dataset 
at three levels: Easy, Medium and Hard. Table 2 shows the experimental results.

Table  2 shows that the detection accuracy of the initial YOLOv5 model in Easy, 
Medium and Hard levels is 94.43%, 92.82% and 83.08%, respectively. The number of 
parameters is 7.013 M, and the calculation amount is 5.909G. When the small target 
detection layer is added (this module is defined as a small layer), the detection accu-
racy of simple and medium levels is increased by 0.58% and 0.52%, respectively, but 
the detection accuracy of difficult levels is increased by 1.53%, which indicates that 
adding a small target detection layer can enhance the localization accuracy of small 
targets and extract the details of the small target more efficiently, so as to detect the 
detection performance of small target faces.

(4)P =
TP

TP+ FP

(5)AP =

∫ 1

0

P(R)dR

(6)mAP =
1

n

n
∑

i=1

APi

Table 2  Ablation study on Wider Face data set

Model Small layer AFPN C3_MultiRes Easy Medium Hard Params (M) Flops (G)

YOLOv5 94.43 92.82 83.08 7.013 5.909

Improvement one √ 95.01 93.34 84.61 7.156 6.935

Improvement two √ 94.60 93.05 83.14 6.327 5.602

Improvement three √ 94.32 92.73 83.32 6.496 5.413

Improvement four √ √ 94.74 93.12 84.75 7.139 7.291

Improvement five √ √ 94.59 92.94 83.29 5.983 5.229

Improvement six √ √ 94.09 92.67 84.51 6.628 6.348

4AC-YOLOv5 √ √ √ 94.54 93.08 84.98 6.791 6.860



Page 10 of 14Jiang et al. EURASIP Journal on Image and Video Processing         (2024) 2024:10 

When the AFPN and C3_MultiRes improvements are made, respectively, although 
the detection accuracy was slightly improved, compared with the benchmark model, the 
parameters amount and calculation amount are reduced by 9.8% and 5.2%, respectively, 
for AFPN and 7.4% and 8.4%, respectively, for C3_MultiRes, indicating that the improve-
ment point had improved the detection accuracy, meanwhile, the speed of model detec-
tion is significantly improved.

Finally, all the improvement points are combined, and compared with the baseline 
model, improves by 0.11%, 0.26% and 1.9% on the easy, medium and difficult levels, 
respectively, while the parameters amount is reduced by 3.1% compared with the models 
previously proposed, the 4AC-YOLOv5 model proposed in the article can reduce the 
model complexity and also can significantly increase the detection accuracy, enables 
both to achieve balance, and significantly improve the level of small face difficulty, meet-
ing the requirements of small target face detection.

4.5 � Contrast experiment

To fully confirmed that the model in the article is better able to detect small target faces, 
4AC-YOLOv5 and current mainstream face recognition models were compared in 
WiderFace data set and the same training environment. Table 3 shows the comparison 
results.

As can seen in Table 3 is that compared with the two-stage algorithm CMS–RCNN, 
the improved model in the article has an improvement of 20.68% in Hard level, 4.34% 
and 5.68% in Easy level and Medium level, respectively. Compared with RetinaFace, 
ResNet-10GF [34] and DSFD, which are all one-stage algorithms, although the improve-
ment of our model is not obvious at Easy level, it is significantly improved at Medium 
level and Hard level. In particular, the Hard level increased by 20.81%, 4.56% and 13.59%, 
respectively, indicating that the new model can play a better detection effect on small 
target faces, and the number of parameters decreased by 76.9%, 0.8% and 94.3%, and the 
calculation amount decreased by 81.7%, 32.6% and 97.3%, respectively.

For YOLOv5, YOLO5Face and YOLOv7-Tiny-Face, which belong to the same YOLO 
algorithm, the Hard level of the new model is increased by 1.9%, 1.69% and 2.80%, 
respectively, and the number of parameters decreased by 3.1%, 4.0% and 13.4%, respec-
tively. Although the amount of computation is slightly increased, it still meets the 
requirements of small target face detection.

Table 3  Contrast study on Wider Face data set

Model Easy Medium Hard Params (M) Flops (G)

CMS–RCNN [20] 90.2 87.4 64.3 / /

RetinaFace [21] 94.92 91.90 64.17 29.50 37.59

ResNet-10GF [34] 94.69 92.90 80.42 6.85 10.18

DSFD [22] 94.29 91.47 71.39 120.06 259.55

YOLOv5 94.43 92.82 83.08 7.013 5.909

YOLO5Face [23] 93.86 92.04 83.29 7.075 5.791

YOLOv7-Tiny-Face 94.72 92.63 82.18 7.843 6.276

4AC-YOLOv5(ours) 94.54 93.08 84.98 6.791 6.860



Page 11 of 14Jiang et al. EURASIP Journal on Image and Video Processing         (2024) 2024:10 	

In conclusion, the model proposed in the article not only has good property in model 
size and computation amount, but also achieves high detection accuracy in Medium 
level and Hard level of data set, meeting the requirements of light model, fast computa-
tion and high precision. Moreover, the improvement of detection accuracy at the Hard 
level proves that our model can solve the question that small target faces is difficult to 
extract in complex scenes.

Evaluation experiments on FDDB face detection data set further demonstrate the 
robustness of the improved model. First, the model obtained after training on the 
Wider Face data set was tested and evaluated on the FDDB data set, and the evaluation 
results were all true positive rate (TPR) when the false positive (FP) was 1000. As shown 
in Fig. 5a, it can be able to see that the TPR of the model in this paper reached 0.969 
without training, which decreased by only 0.004 compared with the benchmark model. 
This is because the model in the article mainly targets small faces that are difficult to 
detect. However, the face targets in the FDDB data set are generally large in size, which 
is not very friendly to the model results we trained on the faces of small targets, so the 
improvement is not very obvious.

In view of this situation, the benchmark model and the 4AC-YOLOv5 model were 
used in the article to retrain and evaluate the FDDB data set. Figure 5b shows the evalu-
ation results. It can be able to see that when the false positive (FP) of the trained 4AC-
YOLOv5 model is 1000, the true positive rate (TPR) reaches 0.990, which increased by 
0.002 compare with the benchmark YOLOv5 model, and still maintained a higher detec-
tion accuracy compared with the current mainstream model. This shows that the model 
in the article can still maintain a higher detection performance for large face targets with 
complex backgrounds and different illumination levels, as well as some small face tar-
gets. Therefore, it can also prove that the improved model has strong robustness and can 
adapt to face detection tasks in scenes with different target sizes and high background 
complexity.

To more intuitively reflect the effectiveness and efficiency of the improved algorithm, 
this paper compares the detection result graph of the improved 4AC-YOLOv5 algorithm 
with the benchmark model YOLOv5, as shown in Fig. 6.

In Fig. 6, the left side is the test result of the improved 4AC-YOLOv5 model, and the 
right side is the test result of the YOLOv5 model. As can be seen from the comparison 

Fig. 5  Robustness study on FDDB data sets. Among them, a is a comparison diagram of evaluation results on 
FDDB data set after the model is trained on Wider Face data set, and b is a comparison diagram of the results 
of the model training and evaluation on the FDDB data set
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diagram in Fig. 6a, the improved 4AC-YOLOv5 model can effectively avoid the error 
of face omission detection; in Fig. 6b, facing the problem of face semi-occlusion and 
background blur, our model can still accurately detect faces; in Fig.  6c, when there 
are a large number of small target faces and complex backgrounds, our model can 
detect more and more accurate faces than the benchmark model. In summary, the 
4AC-YOLOv5 algorithm has better comprehensive performance, and can better solve 
the problem of false detection and leakage detection in small target face detection 
under complex background compared with other algorithms.

5 � Conclusion
To improve the detection accuracy of small face targets and reduce the false detec-
tion and omission of small face targets, the article proposes a small target face detec-
tion model 4AC-YOLOv5, which the algorithm introduces the small target detection 
layer base on the YOLOv5 algorithm. At the same time, adaptive feature fusion net-
work AFPN and multi-scale residual module C3_MultiRes are introduced to obtain 
different scale feature information, and the small target face detection accuracy is 
further improved. Confirmed by experimental results, the detection accuracy of the 
improved algorithm reaches 94.54%, 93.08% and 84.98%, respectively, in the levels of 
Easy, Medium and Hard of Wider Face data set, which are all higher than the bench-
mark model, the parameters amount is also reduced. The model is simpler and has 
stronger comprehensive performance. The validation on FDDB data set further con-
firms that the algorithm in the article has strong robustness. Finally, in the field of 
multi-feature fusion and face recognition, a new multi-feature fusion and decomposi-
tion (MFD) framework for age-invariant face recognition has emerged. In the future, 

Fig. 6  a is the comparison of omission detection effects when facing small target faces, b is the comparison 
of detection effects when facing partially occluded faces and complex background, and c is the comparison 
of detection effects when facing a large number of small target faces and complex background. And the left 
side is the test result of the improved 4AC-YOLOv5 model, and the right side is the test result of the YOLOv5 
model
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we will consider applying this model to age-invariant face recognition and integrating 
it into embedded devices and carry out applications in more outdoor scenarios.
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