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Abstract 

Psoriasis is a common skin disorder that should be differentiated from other derma-
toses if an effective treatment has to be applied. Regions of Interests, or scans for 
short, of diseased skin are processed by the VGG16 (or VGG19) deep convolutional 
neural network operating as a feature extractor. 1280 features related to a given scan 
are passed to the Support Vector Machine (SVM) classifier using Radial Basis Func-
tions (RBF) kernels. The main quality of the described setup is a very small number of 
75 psoriasis patients and 75 non-psoriasis patients used in the teaching and testing 
sets taken together. For each patient, a variable number of clinical images are taken. 
Then, the scans of size 256× 256 pixels are cropped from these images. There are 1988 
scans of psoriasis patients and 1582 of non-psoriasis patients. The other quality of the 
described setup is the use of transfer learning for carrying over the neural network’s 
weights from non-medical domain (ImageNet) to clinical images of dermatoses. The 
next quality is that the input images are obtained with smart phone cameras without 
any special arrangements or equipment, so there is a great variability in working condi-
tions, which hampers discriminative power of the classifier. The primary classification is 
carried out on individual scans, and then, majority voting is executed among the scans 
pertaining to an individual patient. The obtained recall (sensitivity) is 85.33%, and the 
precision is 82.58%. The 95% confidence interval for the accuracy of 80.08% is [77.14, 
83.04]%. These numbers indicate that the described system can be useful for remote 
diagnosing of psoriasis, particularly in areas where access to dermatological personnel 
is limited.

Keywords: Psoriasis, Convolutional neural networks, Transfer learning, 
Papulosquamous skin diseases, Deep learning

1 Introduction
1.1  General remarks

Psoriasis is a common chronic inflammatory skin disease that causes physical and psy-
chological burden to patients. As a reference, one can turn to the paper by Higgins [1]. 
Psoriasis appears in a variety of forms with distinct visual patterns, such as plaque, 
guttate, inverse, pustular, and erythroderma. The most common is plaque, which 
occurs in 80% of cases. Psoriasis is easily and often misdiagnosed, because various 
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papulosquamous skin diseases have similar clinical presentations. Yet, it is impractical 
to perform an exhaustive examination or biopsy for each psoriasis patient. For a detailed 
review of clinical photographs eliciting the appearances of psoriasis and other skin dis-
eases, the reader is directed to the book edited by Morris-Jones [2].

1.2  Related research

Generally speaking, the number of publications devoted to diagnosing psoriasis by 
means of image analysis is relatively modest when compared with what is available, for 
example, for melanoma. In the following, most of the relevant papers are mentioned. 
These papers may be concerned with clinical or dermoscopic images; however, dermo-
scopic images are easier to classify, since they are taken under more uniform lighting 
conditions. This paper is devoted exclusively to clinical images.

In one of the early papers on psoriasis image classification, Hashim et al. [3] developed 
a method differentiating three common types of psoriasis, that is, guttate, plaque, and 
erythroderma. The authors conducted statistical discrimination of psoriasis varieties by 
means of chromatic color indices.

Al-Abbadi et al. [4] combined 9 color features and 4 GLDM texture features put into a 
13-element feature vector used as an input to the feedforward neural network classifying 
skin sample images respectively as psoriasis or other dermatoses.

Ballerini et al. [5] proposed a hierarchical classification system based on the K-Nearest 
Neighbors model and applied it to non-melanoma skin lesion classification. Color and 
texture features were extracted from skin lesion images obtained with a standard cam-
era. The classification task was decomposed into a set of simpler problems, one for each 
node of the classification. Feature selection was embedded in the hierarchical framework 
choosing the most relevant feature subset at each node.

Shrivastava et al. [6] developed a CADx system to automatically classify dermatologi-
cal images into psoriatic lesion and healthy skin using an online platform. The skin sam-
ples were cropped freehand to capture any shape. A total of 270 samples of normal skin 
and 270 samples of abnormal (psoriasis) skin were obtained from 30 patients. The fea-
ture space included data from grayscale space, color space, and aggressiveness of pso-
riasis disease, such as redness and chaoticness. The classification was carried out by the 
SVM.

One of the fundamental problems when dealing with the diagnosis of psoriasis is 
the scarcity of dermatological images for training the neural network. A modern neu-
ral network, such as developed by Simonyan et al. [7], requires a data set of millions of 
training images, for example, ImageNet. This huge data set has no relation to medical 
images; hence, it appears to be of little use. Nevertheless, Gupta et al. [8] showed that 
it is possible to accomplish transfer learning, that is carrying over the weights of a neu-
ral network from one application domain to another and fine-tuning the new network. 
In particular, Gupta et al. [8] tested this approach for the development of a classifier of 
male and female illustrations in a textbook. For this purpose, they modified the final 
fully connected layers of the original VGG16 network which do the classification and left 
unchanged the initial layers responsible for feature extraction.

An et  al. [9] developed hierarchical deep learning model using transfer learning for 
glaucoma detection and classification based on a small number of medical images. In 
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this approach, the transfer learning was implemented from VCC16 trained on Ima-
geNet data set to a proprietary set of glaucoma images. The training set consisted of 
156 healthy and 798 glaucoma eyes. The transfer learning included two levels: the low 
level model for differentiation between glaucoma eye and a healthy eye and the high 
level model for recognition of four types of glaucoma. In the case of hierarchical transfer 
learning, the weights were transferred from the original network to the low-level model, 
and next from the low-level model to the high-level model.

Alzubaidi et al. [10] proposed an intelligent medical system for the diagnosis of dia-
betic foot ulcer (DFU). Development of such a system faces similar problems to that 
of psoriasis recognition, that is lack of a large domain specific data set and necessity of 
using other data set coming from another domain. The authors showed experimentally 
that the proposed model with the DFU data set achieved an F1 score of 86.6% with train-
ing from scratch, 89.4% with transfer learning from non-medical domain, and 97.6% 
with transfer learning from the same domain as the target data set.

In another paper, Alzubaidi et  al. [11] proposed a transfer learning approach based 
on training the deep learning model on large unlabeled medical image data set and 
subsequent transferring the knowledge to train the deep learning model on the small 
amount of labeled medical images. The idea is that during the training, we are mainly 
concerned with feature extraction and classification is less important. This means that 
at this stage, we can use data with random, incorrect labels. This makes sense if we have 
a large amount of unlabeled data. The next stage uses the weights acquired during the 
first stage and performs fine-tuning on a small amount of labeled data. The method was 
tested, among others, on 200 000 unlabeled images of skin cancer. In the second stage, 9 
000 labeled benign samples and 584 labeled malignant were used. The method provokes 
interest but cannot be used for psoriasis directly, since obtaining thousands of psoriasis 
images is out of the question.

Hogarty et al. [12] presented an introduction to the basic concepts of artificial intel-
ligence in dermatology as well as a review of the main achievements until the year 2020. 
Several skin disorders were considered, psoriasis among others. The authors’ conclusion 
was that the use of machine learning in smart phones has a great potential for patient 
care particularly in improving sensitivity and accuracy of the screening of skin lesions, 
but is also susceptible to the same flaws as classical statistics, and is unlikely to become 
more than an adjunct to clinical practice for the foreseeable future.

Celebi et  al. [13] presented a methodological approach to the classification of der-
moscopy images. Their approach involves border detection, feature extraction, and 
SVM classification with model selection. The system was tested on a large set of images. 
Promising results were obtained despite the fact that the images came from different 
sources and there was no control over their acquisition.

Kim et  al. [14] developed an equipment together with smart phone software imple-
menting multispectral imaging together with machine learning for discrimination 
between seborrhoeic dermatitis and psoriasis on the scalp. The two diseases have in fact 
very similar manifestations and the distinction was made based on the analysis of the 
skin reflectance properties as a function of wavelength. Three variants of machine learn-
ing included: logistic regression, SVM, and multilayer perceptron. The results certainly 
are interesting, but they are valid for just two specific dermatoses and require special 
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equipment, so it is hard to assume that this approach might be used in less specialized 
circumstances.

Hameed et al. [15] conducted classification of dermoscopic images obtained from var-
ious sources. The images were put in four classes: healthy, eczema, benign, and malig-
nant. The multiclass multilayer algorithm first differentiated healthy and unhealthy 
cases, and then classified unhealthy into melanoma and eczema, and finally melanoma 
into malignant and benign.

Mittal et al. [16] developed an approach for segmentation of skin lesion images. The 
authors removed the noise from the raw images and there was an increase in the entropy 
after filtering and segmentation, which suggested an improvement in sharpness and 
quality of resultant images. The approach was tested on ten types of dermatoses, psoria-
sis included.

Taur et al. [17] proposed segmentation of psoriasis images by means of a multireso-
lution-based signature subspace classifier. In this approach, the fuzzy texture spectrum 
and the two-dimensional fuzzy color histogram in the hue-saturation space were first 
adopted as the feature vector to locate homogeneous regions in the image. Then, these 
regions were used to compute the signature matrices for the orthogonal subspace classi-
fier to obtain a more accurate segmentation. In the experiments, the proposed method 
was quantitatively evaluated using a similarity function and compared with the SVM 
least-squares method.

Tien et  al. [18] developed a multispectral polarized imaging system to capture the 
image of psoriasis and also used image processing method for evaluating scaly levels. 
The authors calculated the Psoriasis Area Severity Index for assessing the severity level 
of psoriasis. Based on this approach, the proposed algorithm automatically segmented 
scales from the skin surface.

Wei et al. [19] proposed a recognition method for identification of three skin diseases: 
herpes, dermatitis, and psoriasis. In this approach, the skin images were initially pre-
processed to remove noise and irrelevant background via filtering and transformation. 
Then, the method of Gray Level Cooccurrence Matrices was employed for segmentation 
of images of skin disease based on texture and color features. Finally, using the SVM 
classification method, three types of skin diseases were identified.

Udrea et al. [20] developed a system for analysis of images of pigmented and non-pig-
mented skin lesions obtained by means of a smart phone camera. This system was based 
on Generative Adversarial Neural Networks implementing image-to-image translation 
with conditional adversarial nets. The final result was the segmentation of the lesion. 
This is an initial step, and the next one would be the actual image classification.

Peng et al. [21] developed a deep learning method for classification and diagnosing of 
psoriasis. Their method included data enhancement and subsequent processing by deep 
residual network ResNet34. They used 30,000 psoriasis data samples. The net aimed at 
differentiating psoriasis and healthy persons, as well as identifying four types of psoria-
sis: psoriasis vulgaris, joint psoriasis, purulent psoriasis, and erythroderma. The authors 
stressed a strong imbalance of the classes as healthy persons were much more numerous 
than psoriasis patients.

Yang et  al. [22] developed a convolutional neural network for diagnosis of psoria-
sis by means of analysis of dermoscopic images. They used a proprietary data set of 
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1156 patients which converted in 7033 scans. The EfficientNet-B4 was pretrained on 
ImageNet. The original images were of size 1872× 1053 pixels and were rescaled and 
cropped to 380× 380 required by the network. In addition to dermoscopic images, the 
data set contained clinical images. The network classified dermatoses into four classes: 
psoriasis, eczema, lichen planus and others. There were some limitations, and images 
with lesions on scalp, nails and mucosa were removed. These excluded dermatoses do 
happen in practice, however, and have to be processed somehow.

Fujisawa et al. [23] developed a deep-learning-based classifier of skin tumors using a 
small data set of clinical images. They claim that their classifier surpassed board-certi-
fied dermatologists in skin tumour diagnosis. Although melanoma is outside the interest 
of the current study a general environment and testing methodologies are similar. It is 
worth noting that all of the images in the described case were taken with digital cam-
eras, which had at least 6 million pixels and had a macro lens and macro ring flash. No 
dermoscopic images were included in this study. The small data set in this case included 
4867 images obtained from 1542 patients. The images were classified into 14 classes.

Mikołajczyk et  al. [24] conducted a clinical test aiming at comparing the diagnostic 
accuracy of a popular free-to-use web application for automatic dermatosis diagnosis vs. 
expert diagnosis of selected skin diseases. The authors observed that the probability of a 
diagnosis repeating for the same patient was below 25%. Furthermore, reliability, sensi-
tivity, and specificity were insufficient for clinical purposes. The described web applica-
tion might be used for didactic purposes but not in any real-life situation.

The aim of the current paper is an improvement of diagnostic results under the same 
conditions as in [24] that is of clinical images obtained exclusively via smart phone or 
hand-held camera. The use of any additional medical equipment or procedures does not 
come into account, since this diagnostic tool is for the patients in remote areas.

The preceding review of the current literature showed that there are tools for diagnos-
ing psoriasis in a clinical environment where high-quality dermoscopic images are avail-
able. This is not enough for some medical specialists, who would like, or maybe dream 
of, that a patient self-diagnose at home or in a local non-specialized clinic. In particu-
lar, the purpose of the current paper is the development of a method for differentiation 
of psoriasis from other dermatoses based on clinical images which are much easier to 
acquire than dermoscopic images, but suffer from greater variability of conditions under 
which they are taken.

2  Materials and methods
Our images of psoriasis and non-psoriasis cases were collected in the Department of 
Dermatology and Venereology, Medical University of Lodz, Lodz, Poland during a 
period of about 2 years. This psoriasis study was approved by the Medical Ethics Com-
mittee of the Medical University of Lodz.

A record of diagnosed non-psoriasis diseases is presented in Table 1. One dermatosis, 
that is eczema, was diagnosed 7 times; herpes zoster was diagnosed 5 times; and pemfi-
goid was diagnosed 4 times. Other diseases were represented by one to three cases. This 
simply reflects the fact the certain dermatoses were encountered in a particular clinic 
during certain time. Depending upon a geographical area, one can expect that the list of 
dermatoses and their relative frequencies may vary to some degree.
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The data set under consideration was arranged in the following way. There were 75 
patients with psoriasis and 75 patients with other dermatoses. From these patients, 1988 
scans of psoriasis and 1582 scans of other diseases were obtained. The medical staff 
taking images were mostly unaware of the future use of images. In particular, it turned 
out that the number of images for an individual patient was highly variable. As a result, 
the number of scans for each patient was also variable. All the scans were of the size 
256× 256 pixels. The scans were cropped by an IT specialist from the set of images 
available for a given patient in a random manner. However, care was taken to have some 
representative variety of scans for a given patient. The entire set of scans was tested 
using an approach similar to 5-fold split; however, it was impossible to split this set into 
five equal parts, since this would involve assigning some scans from an individual patient 
to the training set and some to the testing set. The point is that the scans of a given 
patient tend to be highly correlated and using the scans from the same patient in both 
the training set and the testing set would bias the results.

As an evidence of variability of conditions under which images were acquired, one 
can consider the images’ resolution. Strictly speaking, all images for a given patient were 
obtained with the same resolution. This did not help too much, however. The most com-
mon image resolution was 4032× 3024 pixels for 41 psoriasis patients and for 57 non-
psoriasis patients. The second most common resolution was 4272× 2848 pixels for 17 
psoriasis patients. Overall, there were more than 12 different resolutions. The smallest 
one was 980× 552 pixels for one psoriasis patient. One relatively common variation for 
a single patient was the exchange of the width and height of the image.

Table 1 Diagnosed non-psoriatic diseases

Disease No of patients Disease No of patients

Granuloma annulare 3 Urticaria 2

Quincke’s vascular lesion 1 Drug urticaria 1

Eczema 7 Pemfigoid 4

Atopic dermatitis 3 Systemic sclerosis 1

Pityriasis rosea Gibert 1 Eczema of lower leg 1

Head lice bites 1 Impetigo contagiosa 1

Seborrhoeic dermatitis 2 Mycosis fungoides 1

Lichen planous 2 Secondary early syphilis (man) 1

Systemic sclerosis 2 Carcinoma basocellulare 1

Bed bug bites 1 Lymphoma 3

Disseminated lupus erythematosus 2 Lupus erythematosus 3

Herpes zoster 5 Actinic keratosis 1

Subacute cutaneous lupus erythematosus 2 Parapsoriasis 3

Papular lesions in the course of lupus 1 Lichen sclerosus 1

Vascular purpura 1 Inflammatory mole 1

Contact dermatitis 1 Tinea circinate 1

Erythema induratum 1 Erythema nodosum 2

Drug-induced changes 1 Pemphigus 1

Discoloration in hypothyrodism 1 Allergic reaction to bites 1

Mycosis 3 Birthmark 1

Porokeratosis 2 Insect bites 1
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Our system for differentiation of psoriasis from other dermatoses consists of two main 
parts (comp. Figure 1): the feature generation part, which is based on the deep convo-
lutional neural network (CNN), and the feature classifier which can be implemented in 
several common versions, among which the best one was chosen. The CNN selected was 
VGG16, and VGG19 as a possible alternative. Both networks are fully described in origi-
nal publication by Simonyan et al. [7], and here, only details indispensable for our pres-
entation are given. As shown in Fig. 1 the network consists of five convolutional blocks. 
Each block contains two or three convolution layers and a maximum pooling layer. The 
usual information flow path in the CNN follows thin vertical arrows, as shown in Fig. 1, 
and the signals from the last pooling layer are passed to the flattening layer and subse-
quently to the dense layer. The shape of the information of the 5th block pooling layer is 
8× 8× 512. This results in 32,768 + 1 weights, which have to be learned. In the original 
VGG network, the output layer has 1000 outputs, each output delivering logical value of 

Fig. 1 Block diagram of the modification of the VGG16/19 network. The usual information flow from input 
image to output classification is indicated by thin vertical arrows. The information flow in the case of psoriasis 
classification follows the horizontal double arrows connecting three convolutional blocks in the VGG16 with 
the SVM classifier. The output of the SVM classifier can be used both for individual scans as well for majority 
voting for a single patient
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one when an object of a particular class is detected. A typical transfer learning consists 
in using the original weights obtained on the ImageNet data set for all the layers except 
the top (dense) one and fine-tuning the weights of the dense layer in the training process 
in which a limited number of domain specific examples are shown to the network. In 
our case, the output layer would have two outputs—for two classes: psoriasis and non-
psoriasis. In fact, an extensive experimentation with several variants of this approach 
was conducted, and the results of fine-tuning were unacceptable. The ImageNet data set 
contains about 1.2 million images of all kinds of objects, such as cars, animals, buildings, 
etc.; however, they bear no resemblance to medical images and the available number of 
our dermatosis samples was way too small for fine-tuning even with the extensive use of 
data augmentation for increasing the number of samples.

In this paper, we take another approach to transfer learning. The idea of transfer learn-
ing has become quite popular in recent time and the reader is referred to the review 
paper by Kora et  al. [25]. In our particular case, we use that part of the VVG16 (or 
VGG19) consisting of five convolutional blocks, as illustrated in Fig. 1, and take the out-
puts of pooling layers of the convolutional blocks 3, 4, 5, as shown by wide horizontal 
arrows in Fig.  1. These outputs are passed to an external classifier that can be of any 
nature. In this way, the VGG16 simply plays a role of a feature extractor, and we treat 
the outputs from the VGG as features, similar to, say, morphological features considered 
in [4] or any other relevant publication. The original weights of blocks 1, ..., 5 obtained 
from the ImageNet data set are still used without any change. The number of features 
obtained from blocks 3, 4, and 5 are, respectively: 256, 512, and 512. These features are 
simply concatenated, so we have 1280 features per scan. There are a number of classifiers 
possible, and we tested SVM, decision tree, and random forest. There is an abundant 
literature on the classifiers, and it is not necessary to get into details here. The reader is 
referred to the classical book by Hastie et al. [26].

All the calculations described in this paper were performed using Google Colab from 
the personal computer but could be carried over to any portable device with appropriate 
operating system, for example, to the smart phone, if needed.

3  Results and discussion
3.1  Precision and recall

Because of a limited number of disease cases, it is customary to split them into sev-
eral folds of the same size and to use one fraction of cases in each fold for training and 
the rest for testing. Then, one might do the averaging of the results over the folds. This 
approach cannot be followed exactly in our case mainly because the number of patients 
is quite small. At the same time, the number of images is at least several times larger, and 
the number of scans even higher. Following the rule of splitting the collection of patients 
into individual folds, we obtained the distribution of the scans, as shown in Table 2. This 
gave us some imbalance of the two classes (psoriasis vs. others) when considered in 
terms of scans, but we avoided putting scans from the same patient into the training set 
and the testing set.

Confusion matrices obtained for various classifiers and all 5-folds in the case of the 
VGG16 network are shown in Fig. A1 in the Appendix to avoid clutter. TP is a number 
of True Positive scans, TN—True Negatives, FP—False Positives, FN—False Negatives. 
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The classifiers used were selected from the scikit-learn python library [27] and [28] and 
include the following: SVM with Radial Basis Function (RBF), SVM with Polynomial 
Basis Function, Decision Tree (DT), and Random Forest (RF). The particular parameters 
for the RBF and other classifiers are specified in the caption of Fig. 11. The meaning of 
these parameters as well as their tuning are described in detail in [27]. In particular, the 
RBF requires two parameters: γ and C. Basically, γ defines an overall scale factor for the 
SVM’s notion of distance between two points; this in turn defines how a support vec-
tor shapes the decision boundary in its nearby neighborhood. In addition, C controls 
the trade-off between the slack variable penalty (misclassifications) and width of the 
margin between the classes. In the literature, the ranges of values 0.0001 < γ < 10 and 
0.1 < C < 10 are mentioned as reasonable. Finding the optimal values might be imple-
mented by setting up a grid of points representing selected pairs of γ and C, and ana-
lyzing what confusion matrices are obtained for all of these points. This would involve 
lengthy calculations with a vast majority of confusion matrices being quite far from ideal 
diagonal ones. The calculations can be greatly reduced by assuming the default “scale” 
value for the parameter γ , or we can search for a nearby numerical value possibly giving 
a better result. Similarly, the C parameter may have a default value of 1 or can be set to 
some number. In our experiments, the values of the parameters were obtained by experi-
mentation. The use of “scale” for γ has the disadvantage that various values of γ may 
be used for various folds in Fig. 11. The underlined entry in the caption to Fig. 11 indi-
cates the best results obtained. They were generated for RBF with γ = 10−7 and C = 15. 
Inspection of Fig. 11 reveals that the value of C can be changed in some range without 
significant influence. The confusion matrices for γ = “scale” are quite similar to those for 
underlined entry. Further cases in Fig. 11 show the confusion matrices for polynomial 
kernels of the second and third degrees. The results for the first degree are not shown, 
since they were significantly worse. The parameters used with the Decision Trees are: 
criterion, random−state, max−depth, and min−samples−leaf [27]. The last two cases 
show the confusion matrices for the Random Forest with the number of estimators equal 
to 100 or 200. In fact, the last two cases in Fig. 11 (and similarly in Fig. 12) are exemplary 
ones since repeating the calculations one obtains the confusion matrices in which indi-
vidual entries can go several units up or down. In any case the Random Forest was not 
the best classifier in these experiments, and besides it was significantly slower in com-
parison with other classifiers in Fig. 11.

Figure 11 gives us a feeling of what happens in terms of actual numbers. For compari-
sons, however, it is more convenient to use the standard evaluation metrics, that is, the 
precision
Pre = TP/(TP+ FP),

Table 2 No of scans analyzed in each fold

Fold 1     2 3 4 5

Psoriasis, Training set 1554 1570 1741 1601 1477

Others, Training set 1262 1265 1315 1239 1247

Psoriasis, Testing set 434 409 247 387 511

Others, Testing set 320 317 267 343 335
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which defines the fraction of relevant instances among the retrieved instances,
and recall
Rec = TP/(TP+ FN),

which defines the fraction of relevant instances that were retrieved.
The precision and recall calculated in percent for the confusion matrices of Fig. 11 

are shown in Fig. 2.
Performing majority voting on scans belonging to individual patients, we obtain the 

confusion matrices for VGG16 and selected SVM RBF classifier, as shown in Fig. 3.
The folds in Fig. 3 (and Figs. 11 and 12) each contain 15 psoriasis cases and 15 other 

dermatoses. By summing the individual confusion matrices elementwise, we obtain 
the final average confusion matrix for the VGG16 network shown in Table 3. The cor-
responding precision is Pre = 82.581%, and the recall is Rec = 85.333%.

Fig. 2 Precision and recall for the VGG16 network with various classifiers. The color bars represent Pre and 
Rec in this order. The classifiers are arranged as follows: SVM, RBF, γ =“scale”, C=15;   SVM, RBF, γ = 10

−7
, 

C=10;   SVM, RBF, γ = 10
−7

, C = 15; SVM, RBF, γ = 10
−7

, C=20;    SVM, polynomial of deg = 2;   SVM, 
polynomial of deg = 3; DT, min−samples−leaf = 2; DT, min−samples−leaf = 3;    RF, n−estimators = 
100;   RF, n−estimators = 200. The extra parameters of the DT are: criterion = “gini”, random−state = 42, and 
max−depth =3
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It is often desirable to have a single measure instead of two, that is, recall and preci-
sion. For this purpose, one can use Fβ score, which assumes that recall is β times more 
important than precision, that is

A decision as to the relative importance of recall with respect to precision is somewhat 
arbitrary. As an example, we will give just two values, that is Fβ for β = 1 , for which 
both measures are equally important; and for β = 2 , for which recall is two times more 
important than precision, that is
F1 = 83.93% and F2 = 84.77%.
Experiments were also conducted for the VGG19 network replacing VGG16. The con-

fusion matrices obtained for this case are shown in Fig. 12 in the Appendix. Comparing 
Figs. 11 and 12 one comes to the conclusion that a bigger and apparently more advanced 
network does not give any better results in the case under consideration. Hence it is rec-
ommended to use the VGG16.

3.2  Calculation of accuracy confidence intervals

The basic underlying process describing the operation of the classifier under consideration 
is the Bernoulli trial with 0 or 1 outcome. The probability of getting 1 is p, and probability 
of 0 is q = 1− p . Performing Bernoulli trial n times, we obtain binomial distribution with 
unknown mean value np and unknown variance npq. Based on experimental results, we 
then want to estimate the mean and the variance or standard deviation. Dealing with bino-
mial distribution is not the easiest one, and one tends to use the normal distribution as an 

(1)Fβ = (1+ β2)×
Pre× Rec

β2
× Pre+ Rec

1 2 3 4 5 ave
0

5

10

15

Fig. 3 Confusion matrices for 5-folds in the case of VGG16 network and selected classifier. The last confusion 
matrix is the average over all the folds. The classifier parameters are: SVM, RBF, γ = 10

−7
, C=15

Table 3 Average confusion matrix for the VGG16 network and selected SVM classifier (comp. 
Figure 3)

Classifier; parameters Confusion matrix

SVM; RBF, 61.5 13.5

γ = 10
−7

, C=15 11 64
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approximation. An advanced description of the theory involved is given in Wallis [29]. In 
the following, a detailed outline of practical calculations is described.

These calculations would be straightforward if we just had folds consisting of cases, but 
we also have patients. As a result, we can consider two approaches to the calculation of the 
confidence intervals. We will present them in the sequence.

The first approach is as follows. Consider a single fold, Fold 1 for example. We have clas-
sification results for 15 positive cases and 15 negative cases. For each positive case, there is 
a certain number of TP and FN observations, and for each negative case, there is a certain 
number of TN and FP observations. A popular metrics used in machine learning for evalu-
ation of the classifiers based on neural networks is the accuracy, defined as
Acc = (TN + TP ) / ( TN + FP + FN + TP).  
The values of TN, FP, FN, TP can be calculated for every patient separately, so we get 30 

numbers. In order to be able to do the calculations, we obtain the averages TN, FP, FN, TP. 
Obviously, this is an approximation. However, when acquiring the samples, we can tend to 
have a more or less even distribution of samples despite an uneven distribution of images 
per patient. It would not be practical to require that every patient be represented by a fixed 
number of images, since for one patient a single image “tells all” and for another, one needs 
a large number of images. The same problem is with scans, which can be quite different or 
almost the same.

An exemplary distribution of accuracies for positive patients in Fold 1 is shown in the left 
diagram of Fig. 4. An analogous diagram would be for negative patients. Obviously, we can 
calculate the average accuracy. The calculation of the 95% confidence interval CI follows the 
equations often used in machine learning

and

(2)Range = 1.96×
Acc(1− Acc)

n

(3)CI = [Acc− Range < Acc < Acc+ Range],

Fig. 4 Example of accuracies (left) and ranges (right) obtained for exemplary Fold 1 in the case of the 
VGG16-based classifier.  The classifier parameters are: SVM, RBF, γ = 10

−7
, C = 15
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where auxiliary variable Range is used for convenience of presentation of the results 
below.

Equations  2 and  3 are valid for sampling from normal distribution. It is typically 
assumed that normal distribution can be used as an approximation to the binomial dis-
tribution if the number of samples is 30 or more, and this condition is satisfied since 
each fold contains 30 patients.

If we repeated the experiment over and over, each time drawing new examples, we 
would find that for approximately 95% of these experiments, the calculated confidence 
interval would contain the true accuracy.

The diagram on the right in Fig. 4 shows exemplary ranges corresponding to accura-
cies on the left in the same figure.

Figure  5 shows a bar diagram illustrating confidence interval lower boundary, accu-
racy, and upper boundary for all the folds of the VGG16-based classifier as well as the 
average confidence interval for all the folds.

The 95% confidence interval for the accuracy of 79.80% is [70.54, 89.05]%. The opera-
tion of averaging confidence intervals cannot dramatically improve the results, since the 
average is always restricted by maximum and minimum of the processed numbers.

The second approach to the calculation of confidence intervals gives better results. 
In this method, each case (scan) is treated separately and not considered as belong-
ing to any particular patient. As a result, according to Table  2, we have, for example, 
434 + 320 = 754 cases in Fold 1. Significantly bigger number of cases gives a narrow 
confidence interval.

Figure  6 shows a bar diagram illustrating confidence interval lower boundary, accu-
racy, and upper boundary for 10 tested VGG16-based classifiers.

According to Fig. 6,  the best classifier is represented by bar No 3 (one of the SVM’s 
with RBF). The accuracy for this bar is 80.08% and the 95% confidence interval is [77.14, 
83.04]%. It is clear from Fig. 6 that all SVM variants have practically the same accuracy 
and the same confidence intervals. This means that the corresponding maximum is 
relatively flat and the parameters can be changed in some range without major effect. 
The second best option is the Random Tree, which is almost as good as the SVM with 
RBF. The Random Tree is not recommended, however, because generating 100 or 200 
trees takes longer time and there is no computational advantage to compensate for this 

1 2 3 4 5 ave
0

0.2

0.4

0.6

0.8

1

Fig. 5 95% confidence intervals of accuracy for the VGG16-based classifier. The last confidence interval is the 
average over all the folds. The classifier parameters are: SVM, RBF, γ = 10

−7
, C = 15
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drawback. The remaining classifiers, for example, this represented by bar No 8 (Decision 
Tree), have the confidence interval below that of the best classifier, and there is little or 
no overlap between respective confidence intervals.

Comparing the accuracies obtained for the best classifiers in our two approaches: 
79.80 vs. 80.08% we see that they are close enough. The second approach to the calcula-
tion of the confidence intervals has another important advantage not reflected in the 
numbers considered above. The first approach requires testing all the cases one by one, 
that means we have to process all the data set using batch of size one, and this takes a 
lot of work. In the second approach the batches contain several hundred cases each, and 
this greatly speeds up computations.

3.3  Execution time

The execution time of the described calculations in Google Colab is hard to reliably esti-
mate, because it varies in a wide range. Since the weights of the network are imported 
from keras and fixed, a substantial portion of calculations consists in predicting the fea-
tures at appropriate maximum pooling layers of the network. These features are sub-
sequently used in the external classifier that operates in a usual way and processes the 
training data as well as testing data. It was observed that processing a single maximum 
pooling layer in the case of VGG16 took 20–60 min when using the GPU option. This 
time tended to be shortest for processing the features of maximum pooling layer 3 and 
longest for layer 5.

3.4  Examples of classification

Several examples of correctly classified psoriasis (TP) and non-psoriasis (TN) scans are 
shown in Figs.  7 and  8, respectively. It is impossible to draw any definite conclusions 
as to the visual differences between psoriasis and non-psoriasis perceived by a human 
based on these sample images, since one could easily provide other samples which would 
look quite different.

1 2 3 4 5 6 7 8 9 10
0

0.2

0.4

0.6

0.8

Fig. 6 95% confidence intervals of accuracy for tested classifiers. The classifiers, indexed 1–10 are arranged 
as follows: SVM, RBF, γ = “scale”, C = 15; SVM, RBF, γ = 10

−7
, C = 10; SVM, RBF, γ = 10

−7
, C = 15; SVM, RBF, 

γ = 10
−7

, C = 20; SVM, polynomial of deg = 2; SVM, polynomial of deg = 3; DT, min−samples−leaf = 2; DT, 
min−samples−leaf = 3; RF, n−estimators = 100; RF, n−estimators = 200.   The extra parameters of the DT 
are: criterion = “gini”, random−state = 42, and max−depth=3
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Of great interest are cases, where the majority voting gave an incorrect result. 
According to Table  3, there are 11 FN psoriasis patients. Examples of misclassified 
psoriasis scans of these patients are shown in Fig.  9. Then, there are 16.5 FP non-
psoriasis patients (one half corresponding to a tie in voting). The misclassified scans 

Fig. 7 Examples of correctly classified psoriasis scans (TP)

Fig. 8 Examples of correctly classified non-psoriasis scans (TN). The images are shown in the following 
order: granuloma annulare, head lice, mycosis fungoides, lichen sclerosus; subac. cuta. lupus erythematosus, 
parapsoriasis, lymphoma,   mycosis

Fig. 9 Examples of psoriasis scans classified incorrectly (FN)
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were selected from deeply misclassified patients. In particular, for seborrhoeic derma-
titis the number of scans TN = 0, FP = 17; for herpes zoster (1) TN = 6, FP = 24; for 
herpes zoster (2) TN = 5, FP = 16; for pemphigus TN = 1, FP = 24. This means that 
future investigations should pay attention to particularly hard cases as exemplified by 
Figs. 9 and 10.

It is known that due to auxiliary equipment, dermoscopic images represent a more or 
less standardized way of acquiring an image of a skin lesion. In contrast, clinical images 
use out-of-shelf conventional cameras often embedded in smart phones. On top of this, 
there are common problems due to variations in the environmental conditions while 
capturing an image, such as varying light sources, and inhomogeneous illumination 
additionally changing from one image to another, which gives rise to varying shadows 
or reflections/specularities. Other problems that can appear are: irrelevant lesions of 
any possible kind, marks or objects, lesions captured incompletely, low degree of focus-
ing, widely varying acquisition distance and angle. When using digital images as input 
to a psoriasis classification algorithm, one should tend to follow an acquisition proce-
dure that would be the same for all of the images. In particular the acquisition distance 
and angle preferably be within certain ranges, and illumination requirements should be 
defined.

4  Conclusions
The obtained results confirm that the proposed method based on the use of the deep 
convolutional network for feature generation together with the SVM classifier is suitable 
for differentiating psoriasis from other dermatoses. The achieved precision is 82.58% 
and recall (sensitivity) is 85.33% for clinical images. The 95% confidence interval for the 
accuracy of 80.08% is [77.14, 83.04]%.

The advantage of the proposed approach is that by necessity it is well suited to local 
conditions, in particular to the local frequency distribution of various dermatoses and 
can be easily modified if new cases are collected.

Further research might be conducted aiming at the differentiation of psoriasis from 
particular dermatoses, such as seborrhoeic dermatitis, herpes zoster, and pemphigus, 
for which the skin samples might appear quite similar to psoriasis; however, this neces-
sitates collecting much more examples of the relevant images. Keeping in mind that 
presented results were obtained on images acquired by the staff using smart phones 
without following any particular recommendations regarding image acquisition proce-
dure, one concludes that the proposed approach turned out quite resistant to unfriendly 

Fig. 10 Examples of non-psoriasis scans classified incorrectly (FP). The images are shown in the following 
order: seborrhoeic dermatitis,  herpes zoster,  herpes zoster, pemphigus
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conditions, and for this reason, it may be useful for telemedicine applications, for exam-
ple, in geographical areas, where dermatology specialists may be scarce or unreachable.

Appendix
See Figs. 11, 12.

Fig. 11 Confusion matrices for the VGG16 network with various classifiers. The color bars represent TN, 
FP, FN, and TP in this order. The classifiers are arranged as follows: SVM, RBF, γ =“scale”, C = 15;   SVM, RBF, 
γ = 10

−7
, C = 10; SVM, RBF, γ = 10

−7
, C = 15; SVM, RBF, γ = 10

−7
, C = 20; SVM, polynomial of deg = 

2; SVM, polynomial of deg = 3; DT, min−samples−leaf = 2; DT, min−samples−leaf = 3; RF, n−estimators = 
100; RF, n−estimators = 200. The extra parameters of the DT are: criterion = “gini”, random−state = 42, and 
max−depth=3
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DT  Decision tree
FN  False negative
FP  False positive
RF  Random forest
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