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Abstract

Augmented reality is a rapidly growing area of interactive design where it allows virtual contents to be seamlessly
integrated with displays of real-world scenes. Along with the meteoric rise of smart mobile devices capable of
producing interesting augmented reality environments, the field of interactive game contents has been explored.
Pokémon GO, which is released by Niantic, is one of the representative game contents that are implemented using
a location-based augmented reality (AR) technology. Even though it is implemented on the basis of the famous
and powerful intellectual property (IP) which is Pokémon, the game can be said to be a good example that shows
how location-based AR technology using mobile geographic information is being utilized. In the Korean game
industry, however, AR-based games are not being paid much attention to. This paper aims at describing the
current situation of and future prospects for AR technology and identifying location-based AR game development
methods, problems, and improvements by investigating Kkongalmon. In addition, this paper presents efficient
development methodologies including design guidelines, tools, and interfaces in AR applications using mobile
geographic information. This will enable the improvement of understanding of user experience in mobile
AR applications.

Keywords: Location-based game, Augmented reality, Mobile geographic information, Development
methodology

1 Introduction
As a field of virtual reality (VR), augmented reality
(AR) is a technology that superimposes a computer
graphically generated virtual world in the real world
viewed by users. Compared to VR which is comprised
of artificial and virtual objects only, AR technology
allows users to feel more sense of immersion and
reality because it is based on the real world. Since
the real and virtual worlds are mixed together in AR
technology, it is sometimes introduced as a context of
mixed reality. To use the AR technology, there is no
need to wear a head-mounted display (HMD) nor
need to use high-performance devices. Hence, it has

less restriction in terms of usability. Since AR con-
tents can be easily enjoyed using smartphones, it is
highly expected to grow along with its advantages like
mobility and personalization. According to VR/AR
installed base by Digi-Capital as shown in Fig. 1,
mobile AR is growing higher than other platforms
from 2018, and this growth is likely to increase. Inter-
estingly, according to the VR/AR sector revenue by
Digi-Capital as shown in Fig. 2, most of the revenues
in AR are expected to occur at hardware and e-commerce.
Therefore, a critical challenge for stimulating AR-
based games is to develop and deploy killer contents
for which AR is being used.
AR technology augments the sense of reality by super-

imposing virtual objects and cues upon the real world in
real time. Based on Azuma’s study [1], AR is not consid-
ered to be restricted to a particular type of display
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technologies such as HMD nor is it limited to the sense
of sight. AR has the potential to be applied to all senses,
augmenting smell, touch, and hearing as well. AR can
also be used to augment or substitute users’ missing
senses by sensory substitution, such as augmenting the
sight of blind users or users with poor vision by the use
of audio cues or augmenting the hearing of deaf users by
the use of visual cues.
There is an exponential rise in the capabilities and

features of mobile devices like smartphones, tablets,
and wearables combined with the ubiquitous and
affordable Internet access and the advances in the
areas of cooperative networking, computer vision, and

mobile cloud computing. Although mobile devices are
more constrained computational-wise than traditional
computers, they have a multitude of sensors that can
be used to the development of more sophisticated AR
applications.
Following this, Section 2.2 introduces the related

works and Section 2.3 describes the global situation of
AR-based games’ development. Section 3 summarizes
AR game development methodologies based on an in-
vestigation of practical cases and identifies the signifi-
cant consequences on an efficient development of AR
games. Also, the design guidelines, development tools,
and interfaces are presented.

Fig. 1 VR/AR installed base (M). The VR/AR installed base on mobile from 2016 to 2021

Fig. 2 AR/VR sector revenue. The VR/AR sector revenue on mobile from 2017 to 2022
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2 Methods
2.1 Aim
This paper aims at describing the current situation of and
future prospects for AR technology and identifying
location-based AR game development methods, problems,
and improvements by investigating Kkongalmon. In
addition, this paper presents efficient development meth-
odologies including design guidelines, tools, and interfaces
in AR applications using mobile geographic information.
This will enable the improvement of understanding of
user experience in mobile AR applications.
Kkongalmon (Chungkang college of cultural industries

and Yong-in City) is a tourism guide game where it pro-
vides location-based augmented reality user experience.
It allows the users to use camera, GPS, and Mobile Geo-
graphic Information in order to get location information
on where to look for a monster.

2.2 Related research
As for the previous works related to augmented reality
game contents development, this section reviews and
summarizes three things, namely, mobile AR for context
recognition, stable object-tracking algorithm, and ways
to generate virtual space for information sharing.
Augmented reality and mobile game contents are

expected to become of widespread use over the next two
years. More AR applications are developed especially
with mobile applications, such as Wikitude AR Travel
Guide launched in 2008. Also, the Massachusetts Insti-
tute of Technology (MIT) has developed its 6th sense
prototype as well.
Nowadays, with the new advances in technology, an

increasing amount of AR systems and applications are
produced, which promises to revolutionize mobile AR
[2, 3]. In particular, a study on context recognition AR
was published by Hong and Woo [4]. In their study, they
introduced research trends on novel computing concept
which support seamless interaction with users by col-
lecting, managing, and utilizing context information in
people’s surroundings through their personal mobile de-
vice in ubiquitous smart space, augmenting service, and/
or contents to their real space in accordance to their
context, selectively sharing them and enabling inter-
action and collaboration with others. Lee presented
development of a stable object-tracking algorithm in a
mobile environment and the ways to generate virtual
space for sharing information among multiple other
users and discussed how these would be applied to an
emotional communication between users using objects
which are trackable in the practical application [5].
Kim published the study trends on mobile AR focusing

on marker-based AR and natural image processing-based
AR schemes for mobile AR technology implementation
for mobile game [6]. The application of AR games extends

wireless games towards being more bound up with real
locations and activities and takes advantage of the
real-world context [7]. AR-based real-world games com-
posed of real and virtual game elements create new and
exciting gaming experiences for highly motivated learning
[8]. The concepts of these types of gaming are being used
with a wide range of technology. It spans mobile
handheld-based systems running on a personal digital
assistant (PDA) or a smart phone as well as AR systems
comprising a backpacked laptop and a head-mounted
display to augment reality [9, 10]. In addition, core tech-
nologies, such as Global Positioning System (GPS), port-
able displays, radio frequency identification (RFID) reader,
or augmented devices such as a smart phone’s Bluetooth,
Infrared, or camera, are an integral part of almost any
mobile devices. As a result of the rapidly evolving and
increasing pervasiveness of smart phones, AR is viewed to
become ubiquitous for leisure and mobile gaming [11].
To overcome the difficulty of calibration between the

camera and the tracking device as well as to resolve the
problem that markers closely positioned in the view of
users affect the user’s sense of immersion in ARPushPush
case, Kim suggested an enhanced indoor environment AR
system using simplified calibration and tracking hand ges-
tures and markers at the ceiling [12]. Moon presented a
system in which a user can manipulate virtual objects aug-
mented in the game space with the hands with use of a
marker and HMD in an AR-based game study maximizing
interaction between the virtual object and the hands [13].

2.3 Global status of AR game development
Niantic is a game development company which mainly
produces AR-based games. The game Niantic has devel-
oped, called “Pokémon GO” gets massive popularity.
The game is implemented by adopting a location-based
system with monsters which appear on a real map,
letting users search for and collect the monsters by
themselves. British TV documentary series with a theme
of science, “The Future is Wild” has opened an exhib-
ition at the Futuroscope theme park in France in 2008
in which visitors can experience a tour in the future
world using an AR-applied telescope.
A successful mobile AR system should enable users to

focus on its application rather than its implementation [14].
The popular Pokemon GO, for example, is a well-known
mobile AR application that offers a location-based AR
mobile game experience. Pokemon GO shares many fea-
tures with a previous similar mobile AR application named
Ingress, and it gained huge popularity on the first days after
its release, by generating almost two million US dollars’
revenue per day.
Niantic has launched the Pokémon GO service in

Korea. In seven days after its launch, the number of
downloads has reached 7,570,000, so its popularity
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continues in Korea as well. Owing to the widespread
popularity of Pokémon GO, location-based monster col-
lection games similar to Pokémon GO have emerged in
Korea. One of the games is “Catchmon” developed by
Mgame in which users catch monsters and summon them
in a form of a card. Another example is “SoulCatcher AR”
of Hanbit Soft, which is also a location-based monster
collection game. Allm, one of the Korean game companies,
has developed an AR-dedicated app “Joy Lotty” that has AR
contents enjoyable in conjunction with a theme park and is
designed to be played at Lotte World Adventure.
Generally, theme parks are providing various AR

games and mini-games at each attraction in a way of
relieving boredom while visitors are waiting for their
turns in the long queue. Various ways are used to
increase usage of game applications by offering “free
Magic pass” for reducing waiting time corresponding to
their game score and by giving free a food/drink coupon
or merchandise discount coupon for finding a hidden
marker around the theme park.

2.3.1 AR game composition
Mobile AR applications are mostly run on mobile or
wearable devices, such as smartphones, smart glasses,
tablets, and laptops, due to their mobile nature. A mo-
bile application can be categorized as a mobile AR appli-
cation if it has the following composition. First, various
sensors of the devices such as a camera, gyroscope,
microphone, and GPS as well as any companion device
can serve as input components. Another component
constitutes processing. It determines the type of infor-
mation that is going to be rendered in the screen of the
mobile device. In order to do that, it may require access
to be stored locally in the device or in a remote data-
base. Lastly, the output is projected to the screen of the

mobile device together with the current view of the user.
Figure 3 shows the mobile AR game components.
The use of smartphones for ubiquitous mobile AR are

popular due to their higher computing power and port-
ability, but require the user to point and hold to be able
to benefit from AR applications. Recently, the pace of
AR game development has never slowed down in the
world of mobile phones particularly smartphones.
Tablets, PCs, and laptops start to get cumbersome and
limited use to specific operations. AR glasses are consid-
ered to be the best option for ubiquitous mobile AR as
the projected information is directly superimposed to
the physical world, although their computing power is
limited and most applications remain quite basic.
Due to specific mobile platform requirements, mobile

AR suffers from additional problems such as computa-
tional power and energy limitations. It is usually re-
quired to be self-contained so as to work in unknown
environments. A typical mobile AR system comprises
mobile computing platforms, software frameworks, de-
tection and tracking support, display, wireless communi-
cation, and data management. The most widely adapted
devices for mobile AR are also the least powerful due to
their high portability. Depending on the application,
storage and rendering capabilities of the device, and its
connectivity to the Internet, parts of it may be executed
in a cloud-based architecture [15]. In addition, an
important parameter is the memory and the storage
requirements of the mobile applications. Mobile AR
browsers, for instance, are projecting virtual objects in
the view of the mobile users [16].

2.3.2 AR computing platforms
The high mobility of mobile AR requires it to provide
services without constraining the users’ location to a
limited space, which needs mobile platforms to be

Fig. 3 Mobile AR game components. A conceptual diagram of mobile AR game components
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portable, small, and light. In recent years, significant
progress in miniaturization and performance improve-
ment of mobile computing platforms has been seen.

A. Mobile phones
Mobile phones have achieved great progress in all
aspects from embedded cameras, built-in sensors to
powerful processors, and dedicated graphics hard-
ware. An embedded camera is suitable for video
see-through mobile AR display. Many mobile AR
applications [17] were built on mobile phones mak-
ing them predominant platforms for mobile AR sys-
tems because of their minimal intrusion, social
acceptance, and high portability.

B. AR glasses
AR glasses leverage the latest advances in mobile
computing and projection display to bring MAR to
a new level. They supply a hands-free experience
with less device intrusion. AR glasses work in a way
that users do not have to look down at mobile de-
vices. For example, the Google Glass [18] is a wear-
able AR device developed by Google.

C. Laptop computers
Laptop computers were typically used in early
mobile AR prototypes [19] as backpack computing
platforms. Compared to desktop computers, laptop
computers are more flexible to carry; however, size
and weight is still the hurdle for wide acceptance by
most users. Since laptop computers are configured
as a backpack setup, additional display devices such
as head-mounted displays are required for display.

D. Personal digital assistants
PDAs became an alternative to notebook computers
before the emergence of other advanced handheld
PCs. Several mobile AR applications [20] configured
PDAs as mobile computing platforms; however,
PDAs have issues of poor computational capability
and absence of floating-point support. The smaller
screen also limits the view angle and display
resolution.

E. Tablet personal computers
Tablet personal computers are personal mobile
computer products running Windows operating
systems. The large screen size and multi-touch
technology facilitate the content display and inter-
active operations. Many mobile AR systems [21]
were built on tablet PCs; however, they cost expen-
sively and are too heavyweight for long-time single-
handed carry.

3 Results and discussion
3.1 AR game development requirements
The overall requirements of an AR game development
can be described by providing comparative description

against the requirements of virtual environments. These
requirements are composed of three basic subsystems
which represent the core components of modern AR
game development.
One of the required subsystems in AR game develop-

ment is scene generator: Rendering is not currently one
of the major problems in AR. Virtual environment (VE)
systems have much higher requirements for realistic
images because they completely replace the real world
with the virtual environment. In AR, the virtual images
only supplement the real world. As a result, fewer virtual
objects are needed to be drawn, and they do not
necessarily have to be realistically rendered in order to
serve the purposes of the application. As an example,
text and 3D wireframe drawings might suffice in the
annotation applications. In ideal scenarios, photoreal-
istic graphic objects would be seamlessly merged
with the real environment.
Another requirement for the development of an AR

game is the display device. The display devices used in
AR may have less stringent requirements than VE
systems demand, again because AR does not replace the
real world. For example, monochrome displays may be
adequate for some AR applications, while virtually all
VE systems today use full color. Optical see-through
HMDs with a small field-of-view may be satisfactory
because the user can still see the real world with his
peripheral vision; the see-through HMD does not shut
off the user’s normal field-of-view. Furthermore, the
resolution of the monitor in an optical see-through
HMD might be lower than what a user would tolerate in
a VE application, since the optical see-through HMD
does not reduce the resolution of the real environment.
Tracking and sensing completes the other subsystems

that the AR game development requires. While in the
previous two subsystems, AR had lower requirements
than VE, which is not the case for tracking and sensing.
In this area, the requirements for AR are much stricter
than those for VE systems. A major reason for this is the
registration problem that makes the tracking and sensing
requirements higher than the VE requirements.

3.2 Development methodologies
Based on the AR game “Kkongalmon” jointly developed
by the Chungkang College of Cultural Industries and
Yong-in City, this study explored location-based AR game
development methodologies such as location-based tech-
nology, gyroscope sensor technology, and sensorless tech-
nology, see Fig. 4 for the Kkongalmon game. This game is
a tourism guide game where it provides location-based
augmented reality user experience. It allows you to use a
camera, GPS, and Mobile Geographic Information to get
the location information on where to look for a monster.
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Fig. 4 Kkongalmon. An example image of a Kkongalmon game

Fig. 5 Example of utilizing location-based technology. An example of utilizing the location-based technology of the Kkongalmon game
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Comparatively, the outdoor single-player mobile AR
game ARQuake was developed [22] in which it enables
players to kill virtual 3D monsters with physical props.
Also, Cheok et al. developed a mobile AR game for mul-
tiplayers in an outdoor environment. They embed Blue-
tooth into objects to associate them with virtual objects.
The system could recognize and interact with the virtual
counterparts when players communicate with real ob-
jects which allow players to kill virtual enemies by phys-
ically touching other players in real world.

3.2.1 Location-based technology using Mobile geographic
information
For the case investigated in this study, monster collec-
tion functionality using location-based technology using
mobile geographic information is additionally adopted.
Using GPS attached in a user’s smartphone, the user’s
position is specified as shown in Fig. 5. Mobile geo-
graphic information is used in this. Based on the speci-
fied user’s location, real world is mapped to the virtual
world where monsters live. At the moment when the
user’s real location gets reflected to the virtual world, er-
rors are frequently occurring due to the nature of GPS.
Because of this, a symptom that a user’s location jumps
to another location is observed. Various errors could
happen due to location and time of satellite, due to
refraction occurring while wave propagates through the
atmosphere, and due to wave interference. When it
comes to utilizing location-based technology, how much

accurately are errors corrected becomes a critical issue.
For doing this, they take adjacent GPS values by record-
ing the recent location values within several seconds
timeframe, calculating an average and discarding the
value whose deviation is too large.

3.2.2 Gyroscope sensor-based technology
The gyroscope sensor measures the rotational rate of the
device along its three dimensional axes. To let a virtual
monster exist at a specific position in the real world, it is
necessary to map the real-world coordinates and virtual
coordinates. A camera equipped with a gyroscope sensor
in the real world turns to a camera existing at the 3D
virtual world, so the rotation of the camera occurring at
the real world would be converted to the rotation of the
camera in the virtual world. When it comes to moving
to another location in the same height, there is not a
problem of using a gyroscope because of using a GPS at
the same time.
However, a movement between places with big differ-

ence of heights caused the problem in matching the real
world and virtual world accurately because it is not cap-
able of controlling height even when using both a gyro-
scope sensor and a GPS together. A magnetic sensor can
be an alternative to using a gyroscope sensor, but it has
also a limitation in that it allows only for identifying four
directions of North, South, East, and West and cannot
be applied to identify a vertical direction, see Fig. 6 for
an example of the use of gyroscope sensor.

Fig. 6 Example of using gyroscope sensor. An example of using gyroscope sensor of the Kkongalmon game
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3.2.3 Sensorless technology
As a large number of low-priced smartphones are being
supplied to the market recently, the trend is to remove
sensors from the smartphones for cutting price. For this
reason, gyroscope sensor and magnetic sensor are not
being used in low-priced smartphones. Since these
sensors are essentially necessary for implementing AR
technology, AR cannot be implemented on these
low-priced smartphones without these sensors. To over-
come this, an alternative way to adopt AR without
sensors has been sought in a way of allowing users to ex-
perience the feeling of residing in a virtual world by
using an illusion effect rather than taking a physical
approach. Since users who collect monsters are not
aware of the accurate location and direction where a
monster is positioned, forcibly showing a monster in a
certain location on a user’s camera makes the users feel
that they are using AR.

3.3 AR game development design guidelines
The development of mobile AR gaming has provided
guidelines for design and evaluation of future mobile AR
game applications such as presentation, content, func-
tionality, users time experience during actions, specific
context, and experience being invoked. The details are
shown in Table 1.
Novel key ideas allow the development of frameworks for

context and user-based context which leads to improve-
ment of user experience immersion. Context immersion
can be defined as user awareness of real context through
interactions with the AR content. To get a better under-
standing of user experience in mobile AR applications, con-
text dimension such as time and location-based tracking,
object-based context immersion, and user-based context
immersion are considered.

3.4 AR game development tools
AR game development tools allow applications to
integrate AR capabilities in their functionalities. These
capabilities include having the museum exhibit to tell its
own story or it helps the user decide which furniture
looks better in his living room. It is also possible to bring
an elephant that the user just drew on a piece of paper
into life, or a warning is given to the user about all the
ignored signs while the user is driving.
Currently, there are numerous AR game development

tools that exist and can be used to develop applications
for smartphones, tablets, or smart glasses. Table 2 con-
tains information from a specific company, the product
they distribute, their license for distribution, and the
platforms that it supports.
Location-based AR is provided by DroidAR to Android

applications which is an open-source framework that offer
functionality for gesture detection, marker detection, and
support for static and animated 3D objects using the
model loaders from the libGDX game development frame-
work that the user can interact with. Location-based
tracking is also supported by Wikitude AR SDK. It also of-
fers image recognition and tracking, 3D model rendering
and animations, video overlays, and image, text, button,
video, and HTML augmentations. In addition, location
tracking is offered by Metaio SDK that supports among
others 2D image, 3D object, face, barcode and QR code
scanning, continuous visual search, and gesture detection.
Moreover, ARPA SDK is complemented by ARPA GPS
SDK for geolocation-based AR functionality.
Image multi-detection and multi-tracking are sup-

ported by ARPA SDKs. It also provides features such as
real-time three-dimensional object rendering, as well as
user interaction with 3D objects for building AR applica-
tions in IOS and Android. ARLab SDKs enable the
launch of object tracking, image tracking, and virtual

Table 1 AR game design guidelines

Guideline Description

Use the context for providing
content

Geolocation, object detection to provide corresponding information

Deliver relevant-to-the task content Clear and consistent UI; personalized and dynamic changing content. Besides, the addition of the social
aspect (i.e., Facebook, Twitter, collaborative environments) improves the user experience and enhancement
with the mobile AR application

Provide useful interactions with the
AR content

Provide information related to the product or object that empower the user interaction and experience

Inform about content privacy Inform the user on how the information collected about the users’ device will be used. Besides that, provide
privacy awareness for the AR content

Provide feedback about the
infrastructures behavior

Provide different configurations of an application regarding quality, resource requirements. Update the
interaction according to users’ interactions

Support procedural and semantic
memory

Focus the UI design in usability in order to make easier for non-experienced users to interact with the AR
applications.
Furthermore, some of the AR content interactions do not need to be an extrapolation of real-world gestures
(i.e., some users prefer other approaches to interact with AR objects and content)
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button SDKs which are available for both Android and
iOS. AR Browser SDKs allow user to add and remove
POIs independently from the scene in real time, interact
with them, and perform actions on them. Vuforia SDK
features multi-target detection, target tracking, virtual
buttons, smart TerrainTM, and extended tracking.
Vuforia supports the detection of several kinds of targets
such as objects, images, and English texts.

3.5 AR development interfaces
Creating appropriate techniques for intuitive inter-
action between the user and the virtual content of
mobile AR game applications is one of the most im-
portant aspects of augmented reality. The main ways
of interaction in AR applications are as follows: tan-
gible AR game interfaces, hybrid AR game interfaces,
collaborative AR game interfaces, and emerging multi-
modal interfaces.

A. Tangible AR game interface
Tangible interfaces support direct interaction with
the real world by exploiting the use of real physical
objects and tools. VOMAR application developed by
[23] is a classic example of the power of tangible
user interfaces which enables a person to select and
rearrange the furniture in an AR living room design
application by using a real, physical paddle. Paddle
motions are mapped to intuitive gesture-based
commands, such as “scooping up” an object to
select it for movement or hitting an item to make
it disappear in order to provide the user with an
intuitive experience.

B. Hybrid AR game interface
Hybrid interfaces combine different but
complementary interfaces as well as the possibility
to interact through a wide range of interaction
devices [24]. They provide a flexible platform for
unplanned, everyday interaction where it is not
known in advance which type of interaction display
or devices will be used.

C. Multimodal AR game interface

Multimodal interfaces combine real objects input
with naturally occurring forms of language and
behaviors such as speech, touch, natural hand
gestures, or gaze. These types of interfaces are more
recently emerging. An example of multimodal
interaction is the work of Lee et al. [25], which
makes use of a gaze and blink to interact with
objects. This type of interaction is now being largely
developed and is sure to be one of the preferred
type of interaction for future augmented reality
application as they offer a relatively robust, efficient,
expressive, and highly mobile form of human-
computer interaction that represent the users’ pre-
ferred interaction style.

D. Collaborative AR game interface
Collaborative AR interfaces include the use of
multiple displays to support remote and co-located
activities. Co-located sharing uses 3D interfaces to
improve physical collaborative workspace. In re-
mote sharing, AR is able to effortlessly integrate
multiple devices with multiple locations to enhance
teleconferences.

4 Conclusion
Augmented reality is a rapidly growing area of inter-
active design where it allows virtual contents to be
seamlessly integrated with displays of real-world scenes.
Along with the meteoric rise of smart mobile devices
capable of producing interesting augmented reality envi-
ronments, the field of interactive game contents has
been explored. This study addressed the methodologies
used for developing location-based AR game using mo-
bile geographic information through investigating one
practical case in which a game called “Kkongalmon” was
implemented. The technologies, necessary for imple-
menting location-based AR games, such as GPS sensor,
gyroscope sensor, and magnetic sensor were explored. In
addition, the method to develop a game even in a
low-priced smartphone which has no necessary sensor
was also explored. The case study indicates that it can
be a good practice to show how to actively cope with the
recent changes like the emergence of low-priced

Table 2 AR game development tools [26]

Product Company License Supported platforms

ARPA SDKs Arpa Solutions Commercial Android, iOS (ARPA SDKs), Google Glass (ARPA GLASS SDK), Android, iOS, Windows PC
(ARPA Unity Plugin)

ARLab SDKs ARLab Commercial Android, iOS

DroidAR – Free and commercial Android

Metaio SDK Metaio Free and commercial Android, iOS, Windows PC, Google Glass, Epson Moverio BT-200, Vuzix M-100, Unity

Vuforia SDK Qualcomm Free and commercial Android, iOS, Unity

Wikitude SDK Wikitude GmbH Commercial Android, iOS, Google Glass, Epson Moverio, Vuzix M-100, Optinvent ORA1, PhoneGap,
Titanium, Xamarin
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sensorless smartphones under the current situation
where lots of diversified location-based AR games in-
cluding Pokémon GO were being continuously released.
The design guidelines enable an improvement in under-
standing of user experience in mobile AR applications.
In the future, further study will be necessary for system
improvement in a direction of enhancing an algorithm
to reduce GPS error, and flexibly dealing with a symp-
tom of jumping user’s location to another location due
to a location error. In addition, since the location-based
AR game can transmit geographical information to the
user, the user can positively use this information. This
will be a new opportunity for marketing in that TV and
magazine ads offer an opportunity to interact with each
other, unlike unidirectional information delivery.
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