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Abstract

With the development of information technology, especially the development of visual image processing technology,
more and more automated production links, such as injection molding production, use visualization to realize automatic
detection of injection molds, but the traditional integrated environment for visual image processing exists in real time. In
order to solve this problem, this paper proposes a visual image processing integrated development environment model
based on the Moore nearest neighbor model. The model runs on the visual platform, and the residuals to be detected
are highlighted by the Moore nearest neighbor model. In order to solve the error caused by the image shift, the model
introduces the support vector machine as the classification method, and the model is used for the simulation experiment.
The average accuracy of cavity residual detection in the model is 85.71%, and the average time of residual detection is 0.
910 s. The results show that the model solves the real-time and accuracy problems of the traditional visual image
processing model.
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1 Introduction
The traditional mold injection production generally
adopts the manipulator for mold compression and mold
unloading. Due to the phenomenon that mold unloading
may not be thorough during the mold unloading process
of plastic products, it is necessary to monitor the molds
on the manual basis in the production site. Once there
is any abnormal situation, the injection molding machine
is immediately locked so as to prevent the mold damage
and the generation of defective products [1, 2]. However,
the harsh environment and high risk at the injection
molding production sites are not conducive to long-term
operation of the workers [3]. In addition, manual moni-
toring is lack of stability. And the labor costs continue
to increase. These factors have contributed to the devel-
opment of the automation technology for the detection
of the injection molds [4, 5].
The traditional protection methods for the mold of the

injection molding machine mainly include the low-voltage

protection, setting the limit parameters, the current moni-
toring, setting the upper limit of the time, and so on [6, 7].
This type of methods requires the addition of sophisti-
cated equipment, which will increase the cost and at the
same time make the injection molding process compli-
cated [8]. The machine vision inspection technology has
the characteristics of non-contact, high precision, high
efficiency, and so on. And its application to the protection
of the injection molds has become the research hotspot at
present [9, 10]. The integrated development environment
for the image processing based on the machine vision is
generally composed of an industrial personal computer
for the operation of the integrated development environ-
ment model for the image processing and a set of image
acquisition and control equipment which is used as the
bridge between the industrial personal computer and the
injection molding machine [11]. In the aspect of the
integrated development environment model for the image
processing, the host computer interactive interface is used
to set the region of interest. And the difference image of
the image to be measured and the template image is
obtained by the background subtraction method. Subse-
quently, threshold segmentation and binarization are
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carried out. And then the statistics of the black points in
the binary image is carried out to determine whether there
is residue. In the same way, the host computer interactive
interface is used to set the region of interest. Subsequently,
the light compensation and the image alignment algo-
rithm are used to perform the preprocessing. And then
differential operation is carried out on the binary image of
the image to be measured and the binary image of the
background image. Finally, in accordance with the thresh-
old value, it is determined whether there is residue.
Through the gray feature matching algorithm, filter pre-
processing is carried out on the image. And the canny op-
erator is used to extract the geometric contour features of
the mold and then carry out the template matching. Image
background subtraction detection algorithm is used to
carry out the similarity calculation through the template
matching algorithm [12, 13]. The region of interest is
identified by means of template matching. And the simi-
larity judgment is carried out on the template of the gray
level co-occurrence matrix and the detection image. The
above algorithm in the literature requires an industrial
personal computer hardware environment with relatively
large memory and high main frequency to meet the
real-time and precision requirements of the image detec-
tion. The cost of such equipment is high, and there is
certain limitation in the popularization and application.
The visualized mold protection based on image processing
has become a new direction of exploration. In the litera-
ture, TQ2440 is used to build a visual mold protection
platform. The mold protection algorithm makes use of the
background subtraction method, which, however, does
not take into consideration the error caused by the image
shift that is generated due to the mechanical vibration in
the actual applications. The mold monitoring system based

on TMS320DM6473 adopts the basic anomaly detection al-
gorithm and the template matching algorithm based on the
dual detection of the local binary pattern anomaly detection
algorithm. The algorithm is complicated and the setting
conditions are excessively ideal [14]. In recent years, the
digital image technology has attracted great attention and
achieved considerable development. It has been widely used
in various fields. The research on the image technology has
been carried out in universities, research institutes, and
companies, which is increasingly deepened and carried out
in a systematic manner. Great attention is paid to the inher-
itance of knowledge and algorithm reuse [15–21], the pur-
suit of high efficiency, and low cost. Therefore, it is
necessary to provide an environment with powerful support
for the learning, research, and development of the image
algorithm.
The real-time performance and the precision are im-

portant performance indicators for the visual inspection.
In view of the problems existing in the above literatures, a
kind of integrated development environment model for
the visual image processing based on the fusion of the
Moore nearest neighbor model is put forward in this
paper. The model is operated on the visualized platform.
And the Moore nearest neighbor model is adopted to
highlight the residue to be measured without the need for
the template matching, image registration, and correction.
The system has the features of high detection precision
rate, fast response, strong adaptability, and so on.

2 Overall design of the integrated development
environment for image processing
The overall architecture of the integrated development
environment for the visualized image processing is shown in
Fig. 1. It includes an image processing and protection

Fig. 1 Overall architecture of the system
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control unit, a camera module, an image buffering
module, a communication module, a VGA display module,
and a power supply module. The main functions are as
the following.

1. Image processing and protection control unit.
Image processing is carried out on the mold
cavity image of the injection molding machine
acquired in real time to determine whether there
is residue in the mold cavity. The control unit
adopts the 32-bit dual-core visualization proces-
sor, and the basic frequency is 456 MHz.

2. Camera module. The image processing and
protection control unit controls the camera to
acquire the image after each mold cavity is
opened.

3. Cache module. The original image data and the
image data output after each image processing is
cached. 128M DDR2 SDRAM is used.

4. Communication module. The result of the
determination for the residue of the image
processing and the protection control unit is
transmitted to the controller of the injection
molding machine through the MAX3232CUE
chip.

5. VGA display module. The collected raw image data
and the image data after the processing of the
algorithm each time are displayed. Three-channel
10-bit high speed video DA converter CS7123 is
used to convert the image data output from the
media interface to the VGA display.

6. Alarm module. If the image processing and the
protection control unit determine that there is
residue in the mold cavity, the buzzer at the GPIO
interface of the processor and the LED lamp are
activated to alarm and flicker.

3 Method—construction of the integrated
development environment model for visual image
processing
In the traditional integrated development environment for
image processing, regardless of whether the background
subtraction method or the template matching algorithm is
adopted, it is necessary to carry out one-to-one match on
the pixel points of the template image and the image to be
measured and calculation. The error caused by the image
offset is a problem that cannot be eradicated. The solution
can only be achieved by adding the image registration and
correction algorithm, which will affect the real-time per-
formance of the algorithm. The residue detection algo-
rithm based on the fusion of the Moore nearest neighbor
model highlights the residue, which can effectively avoid
the problem of image offset. At the same time, the support
vector machine classification is introduced, which can re-
duce the misjudgment caused by the image offset and im-
prove the detection precision.
In general, the development of new image processing

algorithms needs to go through three phases: the design
of the core algorithm model, the testing and implementa-
tion of the algorithm model design, and experimentation.
This is a cyclical process of optimization and improve-
ment. And it is necessary to complete a number of tasks,
as shown in Fig. 2. It can be seen that the research on new
algorithm may often become very complicated due to
the need to accomplish the basic image algorithm and
carry out programming of the graphical user interface
(GUI). As a result, the efficiency may be reduced. And
we can divide the work involved in the development
into two categories. The specific classification is as
shown in Fig. 2.
Definition 1: The researchers on core algorithm de-

velopment are most interested in the modeling of the
image processing algorithms and the implementation

Fig. 2 Model for the research and development process of the image processing algorithm
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Fig. 4 Flow of algorithm operation mode

Fig. 3 Flow of the visualized image processing mode
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of the basic programming. And this algorithm is also
referred to as a new algorithm or a standard algo-
rithm, which is the “Effective work” and denoted by
Weffective.
Definition 2: The assisted development that sup-

ports the core algorithm and carries out the basic
image algorithm research and development, as well as
development of the GUI visualization for the human-
computer interaction is the “Extra work,” which is
denoted by Wextra.
Therefore, the development efficiency is Z ¼

W effective
W effective þ W extra

, in which, it is generally difficult to

change Weffective, and it is preferable to provide the
algorithm and interface resource reuse and inherit-
ance mechanism in the development environment to
reduce or avoid Wextra and improve the efficiency.
The model put forward in this paper includes the pro-

cessing mode and the operating mode.
The flow of the visual image processing mode is shown

in Fig. 3 as the following, and the specific steps are as
follow:

Step 1: Obtain the original image data.
Step 2: Carry out gray scale processing on the original
image.

The specific process of the gray scale processing algo-
rithm is as follows: the components of R, G, and B for
each pixel point is obtained; the R, G, and B compo-
nents for each pixel point is calculated in accordance
with the Eq. (1); the original pixel point is covered by
the temp obtained from calculation; the above process is
repeated and the loop is from the first pixel to the last
pixel as the following.

temp ¼ r � 299 þ g � 587þ b � 114þ 500ð Þ=1000:
ð1Þ

r, g, b represent the RGB component values in the
graph, respectively.

Step 3: Carry out the median filtering on the gray scale
images.

The specific flow of the median filtering algorithm:
sliding window at 3 × 3 is used to obtain the gray
value of 9 pixel points. In accordance with Eq. (2),
the gray values of the 9 pixel points are calculated.
The W template is used to traverse the entire image.
And the pixel value of the center point of the region
covered by the template is replaced by the obtained
median value in the region covered by the template
at the size of W.

g x; yð Þ ¼ med f x−k; y−lð Þ; k; l∈Wð Þf g; ð2Þ

In which: med stands for the median operation, that
is, the pixel points in the W template are first sorted.
And then the median value of the pixel points in the W
matrix is obtained. The f (x, y) and g (x, y) stand for the
original image and the processed image, respectively.

Step 4: Carry out the three-layer wavelet decomposition
on the filtered gray scale image.

The two-dimensional wavelet transform is the basis of
the image wavelet decomposition, and the wavelet basis
function is as the following:

Fig. 5 Cavity original image
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Ψa;τ tð Þ ¼ 1ffiffiffi
a

p Ψ
t−τ
a

� �
a; τ∈R; a > 0; ð3Þ

In which a stands for the scaling factor and τ stands for
the translation factor. Let Ψ(x, y) stand for the two-dimen-
sional basic wavelet, then the two-dimensional basic wave-
let can be defined as follows:

WT f a; b1; b2ð Þ ¼ f x; yð Þ;Ψa;b1;b2 x; yð Þ� �
¼ 1

a
∬ f x; yð ÞΨ� x−b1

a
;
y−b2
a

� �
dx; dy;

ð4Þ

In which Ψa;b1;b2ðx; yÞ ¼ 1
a ∬ f ðx; yÞΨ�ðx−b1a ; y−b2a Þ stands

for the scale expansion and two-dimensional displacement
of Ψ(x, y). 1

a stands for the normalization factor that is
introduced to ensure that the energy is not changed before
and after the wavelet transform.
After the image is decomposed by the two-dimensional

wavelet, the low-frequency coefficient, horizontal high-fre-
quency coefficient, vertical high-frequency coefficient, and
oblique high-frequency coefficient of the image can be
obtained.

Step 5: In accordance with Eq. (5), the low-
frequency decomposition coefficient of the image
after three-layer wavelet transform is enhanced. And
the high-frequency decomposition coefficient is
attenuated so as to achieve the effect of image

Fig. 7 Moore nearest neighbor model and cavity image after binarizationFig. 6 Cavity image after the gray scale and median filtering processing
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enhancement, that is, wavelet passivation, as shown
in the following

c ið Þ ¼ 4 � c ið Þ; c ið Þ > 405
c ið Þ ¼ 0:1 � c ið Þ; c ið Þ≤405

	
; ð5Þ

In which c (i) stands for the coefficient after the
two-dimensional decomposition of the image.

Step 6: Binarization is carried out on the image after
the Moore nearest neighbor model processing.
Calculation is conducted in accordance with Eq. (6),
and the details are as follows:

g x; yð Þ ¼ 0; f x; yð Þ < threshold
1; f x; yð Þ > threshold

	
ð6Þ

In which f (x, y) stands for the image after the wavelet
decomposition and reconstruction, g (x, y) stands for the
binarized image, and the threshold stands for the thresh-
old value selected for the binarization.

Step 7: Statistics of the number of 0 and 1 pixels is
carried out for the binarized image, and the statistical

data are stored as an array, for example: image½i� ¼ f
pixel 0 nums; pixel 1 numsg.
Step 8: For multiple images in the same mold cavity,
steps 1–7 are repeated to obtain the array of each
image. The array is entered into the support vector
machine. And the array with the residue characteristic
is labeled as 1. The array without the residue
characteristic is labeled as − 1. The specific method for
obtaining the binary mathematical model to determine
whether or not the residues are contained is as the
following: select the linear kernel function K(xi, xj) = xi,
xj to obtain two types of samples (xi, xj), i = 1, 2, …, n,
in which n stands for the number of samples obtained.
When xi is sample type ω1 that does not contain the
residues, yi = 1; when xi is sample type ω2 that does not
contain the residues, yi = − 1. The support vector
machine is processed, that is, the parameter a∗ and b∗in
the classification model f ðxÞ ¼ sgnfPn

i¼1 a
�
i yiðxi � xÞ

þb�g are obtained.

The operation flow of the integrated development en-
vironment model for image processing is shown in Fig. 4.
And the specific steps are as follows:

Step 1: Obtain the judgment image data.
Step 2: Carry out gray scale processing on the
judgment image.

Fig. 8 Part outline
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Step 3: Carry out filtering on the gray scale image.
Step 4: Carry out the three-layer wavelet transform on
the filtered gray scale image.
Step 5: Carry out the Moore nearest neighbor model
processing on the image after the three-layer wavelet
transform to highlight the profile of the residue.
Step 6: Carry out binarization on the image after
performing the Moore nearest neighbor model
processing.
Step 7: Perform the statistics on the number of 0 and 1
pixels for the binarized image and store the statistical
data as an array.
Step 8: The array obtained in step 7 is judged by using
the binary mathematical model that determines whether
or not there is residue, so as to confirm whether the
array is an array that contains the residue image.
Step 9: The result of determination is transmitted to
the controller of the injection molding machine
through the communication module. If the result of
determination is that there is the presence of residue,
alarm will be sent out through the buzzer and LED
light of the alarm module.

4 Experiment and result discussions
In the verification experiment, the gray level co-occurrence
matrix matching algorithm and the background subtraction
method are adopted as the performance comparison algo-
rithm. Such type of image processing algorithms has strin-
gent requirements on the performance of the visual
hardware platform and it is even impossible to operate on
the visualization platform. Therefore, in the experiment,
the algorithms will be compared through the MATLAB on
the same PC platform. Seven sets of 800 × 400 pixels cavity
images are adopted for the image sample. There are ten
pieces of mold cavity images with residues in each set of
the molds and ten pieces of images without residues.
Among them, four images with residues and four images
without residues are taken as the template for processing

the support vector machine. And the remaining 12 samples
are used as the demonstration samples for the algorithm.
The sample mold 5 is taken as an example, and the

original image is shown in Fig. 5. Figure 5a shows the
presence of residue, and Fig. 5b shows no presence of
residue. This model put forward in this paper is sued to
carry out gray scale processing and median filtering on
the image of the mold 5. And the image effect is shown
in Fig. 6. The Moor nearest neighbor model and the
binarized image effect after completion are shown in
Fig. 7. And the outline of the residue in panel (a) is
effectively highlighted as the following.
After the introduction of the Moore nearest neighbor

model, the image is binarized. After the binarization, the
statistics of the number of 0 and 1 pixels can be ob-
tained by counting the number of 0 and 1 pixels. The
values of the 0 and 1 pixel with the residues in the panel
(a) are 4523 and 315,477, respectively. And the values of
the 0 and 1 pixel without the residues in the panel (b)
are 2023 and 317,177, respectively. The binarization
result from Fig. 6 can be obtained, and the residual of
the image can be well reduced by using the method of
the present invention.
In order to more highlight the features of the part and

better achieve part feature extraction, we extracted the
outer contour of the part, as shown in Fig. 8. As can be
seen from Fig. 8, the contour of the part makes the
features of the part more visible show as Fig. 8a, and
c are original drawing of the part, b and d are the con-
tour of the part.
After obtaining the pixel statistics of the multiple images

in this mode cavity, the support the machine based on the
linear cavity function is used for processing. And the detec-
tion precision rate of the mold cavity residues is 91.66%.
The same experimental conditions are adopted to obtain
the experimental results of the gray level co-occurrence
matrix matching algorithm and the background subtraction
method. The precision of the three algorithms in the

Table 2 Time consumption for the detection of residues in the mold cavity

Algorithm Mode cavity

1 2 3 4 5 6 7 Mean value

Model put forward in this paper 0.869 s 0.99 s 0.89 s 0.876 s 1.013 s 0.868 s 0.869 s 0.910

Gray level co-occurrence matrix matching algorithm 24 s 24 s 25 s 20s 24 s 23 s 27 s 23.85

Background subtraction method 1.34 s 1.26 s 0.96 s 0.79 s 1.00s 0.73 s 1.30s 1.05 s

Table 1 Detection precision of the residues in the mode cavity

Algorithm Mold cavity

1 2 3 4 5 6 7 Mean value

Model put forward in this paper 91.67% 66.6% 50% 100% 91.66% 100% 100% 85.71%

Gray level co-occurrence matrix matching algorithm 88% 50% 20% 50% 50% 54% 72% 54.86%

Background subtraction method 70% 60% 50% 54.5% 63.6% 50% 73% 60.16%
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detection of the residue is shown in Table 1. And the oper-
ation time of each algorithm is shown in Table 2 as the
following.

5 Conclusions
The integrated development environment for the visual-
ized image processing designed in the paper adopts the
visual hardware platform, which has overcome the defects
that the image detection systems in the injection molding
production are mainly operated in the industrial personal
computer. The Moore nearest neighbor model is adopted
to highlight the residues to be detected, and at the same
time adapts to the feature of small memory in the
visualization platform. And a kind of support vector ma-
chine algorithm based on the pixel value statistics is put
forward. The experimental results show that both the
real-time performance and the precision rate of the inte-
grated development environment model based on the
fusion of the Moore nearest neighbor model for the visual
image processing are superior to those of the traditional
image processing methods. On the other hand, the insuffi-
ciency of the algorithm is mainly due to the poor detec-
tion effect of the images acquired under the individual
illumination abnormal conditions. In the next step, the
optimization of the algorithm requires the solution to the
problem of the photometric compensation for such im-
ages, so that the system performance can further meet the
actual demands in the injection molding production.
This model is applied to No. 1, 4, 5, 6, and 7 set of

molds, and the residue detection precision rates are all
higher than 91%. The detection precision rates of the sec-
ond and third sets of the molds are relatively low.
Through the analysis of the two sets of cavity images, it is
found that the light intensity is not the same in the image
acquisition process, which leads to the result that after the
wavelet transform and the binarization are carried out on
the cavity image with and without residue, the number of
the 0 and 1 pixels is relatively close. In the next step, the
algorithm is optimized. And it is only necessary to make
photometric compensation for such situation. In accord-
ance with the experimental data in Tables 1 and 2, the
model put forward in this paper has higher precision rate
and lower time consumption when it is compared to the
gray level co-occurrence matrix matching algorithm and
the background subtraction method.
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