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Abstract

Image segmentation is an important preprocessing operation in image recognition and computer vision. This paper
proposes an adaptive K-means image segmentation method, which generates accurate segmentation results with
simple operation and avoids the interactive input of K value. This method transforms the color space of images into
LAB color space firstly. And the value of luminance components is set to a particular value, in order to reduce the
effect of light on image segmentation. Then, the equivalent relation between K values and the number of connected
domains after setting threshold is used to segment the image adaptively. After morphological processing, maximum
connected domain extraction and matching with the original image, the final segmentation results are obtained.
Experiments proof that the method proposed in this paper is not only simple but also accurate and effective.
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1 Introduction

Image segmentation refers to the decomposition of an
image into a number of non-overlapping meaningful areas
with the same attributes. Image segmentation is a key
technology in digital image processing, and the accuracy
of segmentation directly affects the effectiveness of the
follow-up tasks. Considering its complexity and difficulty,
the existing segmentation algorithm has achieved certain
success to varying degrees, but the research on this aspect
still faces many challenges. Clustering analysis algorithm
divides the data sets into different groups according to a
certain standard, so it has a wide application in the field of
image segmentation.

Image segmentation as one of the key technology of
digital image processing, combined with relevant profes-
sional knowledge, is widely used in machine vision, face
recognition, fingerprint recognition, traffic control sys-
tems, satellite image positioning objects (roads, forests,
etc.), pedestrian detection, medical imaging, and many
other fields, and it is worthy of in-depth study to explore.

Based on the original method, our algorithm proposed
in this paper improves both the accuracy of image seg-
mentation and algorithm structure. The luminance com-
ponent | in LAB color space is fixed to filter the influence
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of background. Meanwhile, a new method which deter-
mines the value of K in K-means clustering algorithm was
proposed. The image segmentation method proposed in
our paper is widely applied and has achieved good results
in the field of food image.

1.1 Related work

The traditional image segmentation algorithm mainly in-
cludes the segmentation method based on the threshold
value [1], the segmentation method based on the edge [2]
and the segmentation method based on the region [3].
Because image segmentation technology is closely related
to other disciplines in the field of information, such as the
mathematics, pattern recognition artificial intelligence,
computer science, and other disciplines in the production
of the new theory and technology, a lot of segmentation
technology combing special theory appeared. The im-
proved algorithm proposed in this paper utilizes the the-
ory of cluster analysis [4]. Cluster analysis is an important
human behavior. As early as childhood, one can learn
how to distinguish different kinds of things by constantly
improving the subliminal clustering pattern. Various clus-
tering methods are constantly proposed and improved.
This proposed algorithm is based on classical K-means
cluster analysis. Because of the high efficiency of the
algorithm, it is widely used in the clustering of large-scale
data [5]. At present, many algorithms are extended and
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improved around this algorithm. Compared with the trad-
itional K-means method, the improved algorithm we pro-
posed in this paper will transform the image into the LAB
color space before segmentation and set the luminance 1
to the fixed value to reduce the interference caused by the
background. In addition, for the selection of K value,
creatively put forward the number of connected domain
images meet requirements comparing with iterative vari-
ables, and when the two are equal, the value of K is the
value of iterative variable. The improvement of the above
part can greatly improve the accuracy of image segmenta-
tion and also optimize the optimization of algorithm
structure to a certain extent.

2 Method

2.1 Overview

In this dissertation, the proposed method is divided into
the following steps: image normalization, color space
conversion, adaptive K-means segmentation, and image
morphology processing. Finally, the maximum con-
nected domain algorithm is used to match the original
image. Our technology flowchart is shown in Fig. 1.

2.2 Image preprocessing

Before the formal processing of the image, we will first
perform some necessary preprocessing on the image to
meet the requirements of the subsequent steps and
achieve faster and better segmentation.

2.2.1 Image normalization

Since the size of the processed image is different, the
image needs to be normalized firstly. The photos will be
compressed to a certain extent, so that the subsequent
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segmentation can be carried out more quickly while the
clarity of basic requirements is satisfied.

2.2.2 L*a*b* color space conversion

Because L*a*b* [6] is wide in color space, it not only
contains all the color fields of RGB and CMYK but
also displays the colors that they cannot perform. The
colors perceived by human eyes can be expressed by
the L*a*b* model. In addition, the beauty of the
L*a*b* color model is that it compensates for the
inequality of the color distribution of the RGB color
model because the RGB model has too much transi-
tion color between blue and green. However, it lacks
yellow and other colors in green to red. Therefore,
we choose to use L*a*b* when dealing with food
images that need to retain as wide a color space as
possible [7].

After a lot of experimental verification, we found
that different food images will inevitably cause uneven
background due to differences in conditions such as
light and the color of the food itself, which will
seriously affect the segmentation results. Therefore,
we take the L* component, the luminance component,
in L*a*b* as a fixed value «.

First of all, we need to realize the conversion of the
L*a*b* color space and the RGB color space of the
image itself. Since RGB cannot be directly converted
into L*a*b*, it needs to be converted into XYZ and
then converted into L*a*b* ie., RGB-XYZ-L*a*b*.
Therefore, our conversion is divided into two steps:

(1) RGB to XYZ.

Assume that r, g, b are three channels of pixels,
and the range of values is [0,255]. The conversion
formula is as follows:
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(a)

(b)

Fig. 2 Comparison before and after treatment. a The original image. b Transferred to L*a*b* color space

r
R = gamma (ﬁ)
G = gamma (zi)

B = gamma <>
255

0.055\ >4
(H> if x > 0.04045
gamma(x) = 19655
13.92 otherwise

=M x

N~
Q=

Where, M is a 3 x 3 matrix:

0.4124 0.3567 0.1805
M= {02126 0.7152 0.0722
(1) 0.0193 0.1192 0.9505

The gamma function in the formula is used to perform
nonlinear tone editing on the image in order to improve
the image contrast and the gamma function is not fixed.

(2) XYZ to L*a*b*

The following results are obtained by using the ob-
tained XYZ results to convert the three components
L*A*B*:

(2) L= 116f<Y/Yn>—16

a* = 500 [f(X/X)‘f(Z/Znﬂ
o) b* = 200 {f <X/Xn>—f(z/zn)] (4)

Where f is a calibration function similar to gamma,
which is defined as follows.

Fig. 3 K-means segmentation results

Fig. 4 Post-filled image
.
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\

Fig. 5 Restoring images after Canny operator edge extraction

1/ 6\°
t/3 if t> | ==
4> ()
1/29 Zt L4
3\ 6 29
(5)
Finally, the L* component in this method is defined as

fixed value x, and Fig. 2 is the comparison of food images
before and after processing.

f(t) =

otherwise

2.3 Adaptive K-means segmentation

K-means algorithm is the most classical partition-
based clustering method, and it is one of the ten
classical data mining algorithms. The basic idea of
K-means algorithm is to cluster the objects closest
to them by clustering the K points in the space.
Iteratively, the values of centroid of clusters are
updated one by one until the best clustering results
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are obtained. K-means algorithm is a typical repre-
sentative of the clustering method based on the
prototype function. It takes the distance from the
data point to the prototype as the objective function
of optimization. The adjustment rules of iterative op-
eration are obtained by the method of finding ex-
treme values of functions. The K-means algorithm
takes Euclidean distance as the similarity measure,
which is to find the optimal classification of an ini-
tial cluster center vector, so that the evaluation
index is minimum. The error square sum criterion
function is used as a clustering criterion function.
Although the algorithm of K-means is efficient, value
of K should be given in advance, and the selection
of K value is very difficult to estimate. In many
cases, it is unknown in advance how many categories
the given data set should be divided into.

As we mentioned, K-means is one of the classical
clustering algorithms in the partitioning method.
The efficiency of this algorithm is high, but due to
the need to determine the number of clusters K, it
brings certain difficulties for automated calculations.
This method combines the maximum connected
domain algorithm to determine K values of the
K-means segmentation method adaptively. After ex-
tensive experiments, we have found that the value
of K is usually between 2 and 10. We use the max-
imum connected domain algorithm to restore the
image containing only the target object, record the
number, and compare it with the K value to obtain
an accurate K value. The algorithm steps are as
follows:

As shown in the pseudo code of this adaptive K-means
method, when choosing the K value, it starts from 2 and

Fig. 6 Target segmentation results
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(a)

Fig. 7 The final segmentation result. a Bread. b Hand. ¢ Cheese bar

(©

progressively increases to 10. According to our large
number of experimental results, the selection of cluster
K is mostly between 2 and 10. Determining the correct
K value is the key to the success of the K-means method.
We start with the selection of K=2, that is, image
segmentation starts from two clusters, and then the
image is segmented. Finally, we determine the number
of segmentation results based on the maximum
connected domain algorithm. If the image number of
the final segmentation result matches the K value, the K
value is selected correctly. If the K value does not match,
the K value at the beginning will be increased until the
above two values match.

After the segmentation of K-means algorithm, we
obtained the segmentation results of all target objects
with few influence of background, as shown in Fig. 3.

2.4 Morphological treatment

As we observed in Fig. 3, many dark (bright) areas of the
target object are below (above) the selected threshold
and therefore are misclassified. For this, additional mor-
phological processing must be implemented.

2.4.1 Median filtering

The median filter has a good filtering effect on the pulse
noise, especially when the noise is filtered and the edge
of the signal can be protected so that it is not blurred. A
large number of experiments show that the median filter
is better for filtering noise in food image segmentation.
We performed binary operation on the filtered image,
and the threshold value was 0.95.

2.4.2 Partial filling

Take and reverse the processed image (exchanging
black and white part), and there are many white gaps
that can be observed in the image. In order to ensure
the subsequent step accuracy, we performed a partial
filling operation: convert the black pixel parts in the
connected domain formed by the white part into
white to ensure the integrity of the image. The proc-
essed image after partial filling is shown in Fig. 4. We
can see clearly that, comparing with image in Fig. 3,
the gaps and noises in connected domains are all
erased and the image can be segmented into several
integrated parts.

(b)

(e) ®

Fig. 8 Effects of map. a Original picture. b Picture in LAB color space. ¢ Effects of segmentation. d After morphological processing. e Segmentation
result-hand. f Segmentation result-cake. g Segmentation result-cheesecake

(jo!
(d)

(2

(©)
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Fig. 9 Examples of segmentation results. a Plant-image segmentation result. b Island-image segmentation result. ¢ Microorganism-image segmentation
result. d Remote sensing image segmentation result. @ Remote sensing image segmentation result

2.4.3 Edge extraction of canny operator
The Canny operator [8, 9], based on the measurement
of the product of noise-signal ratio and positioning,
gets the optimized approximation operator to extract
the contour of the target object in the image. In the
previous step, we have removed the influence of the
noise, and we continue to apply the Canny operator to
extract the edge of the target object. Here are the fol-
lowing steps:

(1) Calculate the gradient value and direction

The edges in the image can point to all directions,
so the canny algorithm uses four operators to detect
horizontal, vertical, and diagonal edges in the image.
The method proposed in this paper uses sobel oper-
ator to return the first derivative values of horizontal
Gy and vertical G, direction, so as to determine the
gradient G and direction of pixel points 0. The for-
mulas are as follows:

Initialize K from 2 to 10
Randomly initialize K cluster centroids pq, 5, -+, py, € R®
if K<10,

repeat{

for each pixel x®
¢® := index (from 1 to K) of cluster centroid closest to x®
fork=1toK
M= average (mean) of points assigned to cluster k

Compare the maximum connected domain results

if right, print results, break;
else K=K+1;
}

G=,/G+ G (6)

Gy
0 = arctan G. (7)

(2) Non-maximum inhibition

Non-maximal suppression is an edge sparse tech-
nique that helps to suppress all gradient values other
than the local maximum to 0. The algorithm compares
the gradient intensity of the current pixel with two
pixels along the positive and negative gradient direc-
tion, and if the gradient intensity of the current pixel is
bigger than that of the other two pixels, the pixel point
remains the edge point; otherwise, the pixel point will
be suppressed.

In order to calculate more accurately, linear interpolation
is used between two adjacent pixels across the gradient
direction to obtain the pixel gradient to be compared.

(3) Double threshold detection

The canny algorithm used in this paper applies double
threshold values, i.e., a high threshold value and a low
threshold value, to distinguish the edge pixels. If the

Table 1 Accuracy analysis

Segmentation result S Sartificial Error

Cake 19,091 17,589 0.0787
Cheesecake 5994 5609 0.0642
Hand 16,582 15,988 0.0358




Zheng et al. EURASIP Journal on Image and Video Processing (2018) 2018:68

Table 2 I0U result
Method
10U 0.642708

This article Watershed algorithm

0.235775

edge pixel gradient is larger than the high threshold, it is
considered to be a strong edge point. If the edge gradi-
ent is smaller than the high threshold and larger than
the low threshold, it is marked as a weak edge point,
and points below the low threshold are suppressed.

(4) Hysteresis boundary tracking

The hysteresis boundary tracking algorithm checks an
8-connected domain pixel of a weak edge point. This
algorithm searches for all connected weak edges. As long
as there is a strong edge point, the weak edge point is
considered to be the real edge and it can be retained;
otherwise, the weak edge is suppressed.

After these steps, the image set of the target objects
that we restored to remove the background influence
is shown in Fig. 5.

2.5 Maximum connected domain algorithm matching
Using the maximum connected domain algorithm [10],
we successively match the original image and sequentially
segment all the target object images. The processing result
is shown in Fig. 6.

It can be seen from Fig. 6 that the output results are not
ideal and still need to be screened manually due to the
small noise in the image which is invisible to the naked
eye. There is a big gap between the size of the invalid
image and the target image that are not completely
filtered. That is to say, there is still a large gap between the
smallest object and the noise that can be distinguished by
human eyes. After a lot of experiments, the number of
pixels of the smallest effective object is set to n. Con-
nected domain smaller than # is recognized as noise. The
final processing result is shown in Fig. 7.

3 Discussion and experiments

3.1 Segmentation results

In this article, an adaptive K-means algorithm was pro-
posed. First of all, change the picture to LAB color
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space, then use the adaptive K-means algorithm to seg-
ment it where the value of K is a cycle from 2 to 10.
Next, the image is converted into two valued by mor-
phological operations. Finally, under the condition of
setting the threshold, use the operation of selecting the
maximum threshold to gain the segmentation result in
iteration. If the number of results is the same as the
value of K at this moment, the stop iteration, and the
results of division are the final results.

Figure 8a is a picture contains hand, a cake and a
cheesecake. Change it to LAB color space and set the
luminance component L to a fixed value. The result is
showed in Fig. 8b. The K-means method is called to
cluster and segment the Fig. 8b, and Fig. 8c is obtained.
Due to the noise existed in Fig. 8c, a morphological
processing has been done on it. Then, we get the Fig. 8d.
Next, the value for setting the maximum threshold is
489; get the maximum threshold image gradually and
match it with the origin picture to get the segmentation
results as shown in Fig. 8e—g. At this moment, the num-
ber of results is three, the same as K; therefore, stop the
iteration and get the final results.

The above segmentation process is just one
representative of our large number of experiments.
We also selected medical, animal, landscape, plants,
and other different types, different styles and differ-
ent application areas to carry out experiments.
According to our experimental results, the adaptive
K-means segmentation method proposed in this
paper has great practical value. Figure 9 shows some
examples of segmentation results that we have ap-
plied in other fields.

3.2 The analysis of segmentation results

In order to measure the accuracy of results segmented
by the methods proposed in this article, we compare
them with the results of artificial segmentation in Photo-
shop. The calculation method of error rate is as follows:

S-S artificial

Error = -100% (8)

(b)

Fig. 10 Comparison. a Original figure. b Result of Watershed algorithm. ¢ Result of this article
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(a) (b)

Fig. 11 Effects of L. a Without setting L. b Segmentation of a. ¢ L =0. d segmentation of ¢
A

(©) (d)

Among these parameters, Error represents for the rate
of error in segmentation results. S represents the pixel
number of results segmented by the method in this article,
while represents the pixel number of results segmented by
artificial work (Tables 1 and 2). The results of the experi-
ment are as follows:

The experimental results show that the error rate
between the segmentation result and the Photoshop
segmentation result is acceptable, and the segmentation
result is accurate.

3.3 The results compared with the watershed
segmentation method

The segmentation method is compared with the image
segmentation method based on watershed algorithm [11]
and Intersection over Union (IOU) is used as the standard
to evaluate the image segmentation. The formula is as
follows [12—14]:

10U = original _imgnresult

©)

~ original_imguresult

The formula means the IOU is equal to the ratio of
the overlapping area to the combined area of the original
image and segmentation results.

Calculate the IOU value between the segmentation
results of this paper (Fig. 10b) and the original (Fig. 10a);
also the IOU values between the original images and the
segmentation results of the watershed algorithm [15]
shown in Fig. 10c are calculated. Compare them. The
larger the IOU values are, the greater the similarity

between the segmentation result and the original image.
The test results are as follows:

4 Discussion
4.1 The effect of L component in LAB color space on the
segmentation results
In the experiment, the image is inevitably affected by illu-
mination during the shooting process which produces
shadows or exposures, has a great influence on the image
segmentation effect. To solve that, changing the picture to
LAB color space is proposed in this article. The L compo-
nent represents Luminance in LAB color space, the value
of which is from 0 to 100. The LAB color space image with
original L value is obtained, as shown in Fig. 11a. After the
K-means clustering and subsequent operation, the result of
segmentation is shown in Fig. 11b. When the value of L is
set to be 0, the LAB color space image is shown in Fig. 11c,
and the result of segmentation is shown in Fig. 11d.
Compared with the two segmentation results, it is
found that, when the luminance component is not set,
the shadow of food whose color is closed to food in
natural light will be divided into a part of the food, and
the result of image segmentation is inaccurate. When
the L component is set to a fixed value, the shadow
vanishes and the segmentation result is accurate.

4.2 The effect of morphological operation on the
segmentation results

In order to distinguish the prospects and background,
the grayscale image of the adaptive K-means algorithm,

(a) grayscale

'ﬁ.}"‘)

(b) value of threshold is 0.5
Fig. 12 Effects of threshold. a Grayscale. b Value of threshold is 0.5. ¢ Value of threshold is 0.95

(¢) value of threshold is 0.95
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Fig. 13 Segmentation results when the value of threshold is 300

-

as shown in Fig. 12a, is processed by morphological op-
eration. Different colors represent different gray values.
And how to select the binarization threshold has a great
influence on the image segmentation results.

When the threshold is set to 0.5, which means the
pixel with a gray value of less than 128 is set to black in
the process of binarization, and more than 128 parts are
converted to white. The binarization results are shown
in Fig. 12b.

When the threshold is set to 1.0, the image will be
transformed into whiteness and the foreground extrac-
tion will fail.

For this, after a lot of experiments, we determined that
the threshold value was set to 0.95, and the morpho-
logical operation results are shown in Fig. 12c. The
background was eliminated in the figure, and the hand
and food parts remained intact.

4.3 The influence of the Unicom domain on the
segmentation results
The ultimate goal of this paper is to separate the objects
in the picture foreground, so as to facilitate the subse-
quent operation. The results of morphological processing
are used to extract the maximum connected domain and
match the original image. Because the small noise in the
image is also retained when the connected domain is
extracted, the result of the matching of the connected
domain and the original image has a lot of useless
pictures. Therefore, the setting of the connected domain
threshold has great influence on the accurate segmenta-
tion result.

When the threshold is set to 300, the connected domain
extraction results contain 4 images as shown in Fig. 13.

When the threshold is too large, the smaller compo-
nents in the image are filtered out as noise. Therefore,
after a lot of experiments, we finally determined that the
minimum number of effective pixels is 489, that is, when
the number of pixels is less than 489, it is discarded.
The resulting result is shown in Fig. 14.

5 Conclusions

In this paper, we propose an accurate image segmentation
algorithm which provides a technical basis for volume
calculation. Compared with the traditional method, there
are several advantages. Firstly, in the K-means method,
the method of determining K is optimized, and the loop is
used to compare the number of connected domains that
meet the requirements in the final step, and when they are
equal, the K value is selected correctly. This innovation,
compared with other traditional methods such as elbow
method, can save a lot of code, save time and improve
efficiency. Secondly, the method proposed in this paper
that images transformed into 1 determined LAB color
space is not available in traditional methods. The param-
eter can better filter the influence of the background to
the image, so that the final segmentation result is more
accurate.

With the rapid development of science and technol-
ogy, image images are becoming more and more so-
phisticated. The image segmentation algorithm
introduced in this paper is of high accuracy, but it is
slightly lacking in running time. In the future work,
we plan to enhance the image preprocessing work,
and greatly reduce the number of pixels and speed up
the algorithm, on the premise of completion of image
information.

Fig. 14 Final segmentation results
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