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Wavelet-based color modification detection
based on variance ratio
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Abstract

Color modification is one of the popular image forgery techniques. It can be used to eliminate criminal evidence in
various ways, such as modifying the color of a car used in a crime. If the color of a digital image is modified, the
locations of the interpolated and original samples may be changed. Because the original and interpolated pixels
have different statistical characteristics, these differences can serve as a basic clue for estimating the degree of color
modification. It is assumed that the variance of original samples is greater than that of the interpolated samples.
Therefore, we present a novel algorithm for color modification estimation using the variance ratio of color difference
images in the wavelet domain. The color difference model is used to emphasize the differences between the original
and interpolated samples. For color difference images, we execute a wavelet transform and use the highest frequency
subband to calculate variances. We define a variance ratio measurement to quantify the level of color modification.
Additionally, changed color local regions can be efficiently detected using the proposed algorithm. Experimental
results demonstrate that the proposed method generates accurate estimation results for detecting color modification.
Compared to the conventional method, our method provides superior color modification detection performance.

Keywords: Color modification, Image forgery, Color difference, Demosaicing, Variance ratio, Wavelet transform,
Color filter array

1 Introduction
Using image forgery techniques requires minimal expert-
ise because digitized images are easily replicated or manip-
ulated. Furthermore, it is difficult to verify the authenticity
of images using only the human eye. Therefore, develop-
ing reliable image forgery detection methods to determine
the authenticity of images has become an important issue
[1, 2]. A trace of image manipulations can be used as a
clue for detecting altered images. If we can uncover evi-
dence indicating image alterations, we can conclude that
an image has been forged. There have been several studies
on detecting various image forgery techniques, such as
copy-move [3–5], image splicing [6–8], scaling [9, 10], ro-
tation [11], blurring [12, 13], contrast change [14], and
color modification [15].
Color modification is one of the commonly used

image forgery techniques. It is often exploited to obfus-
cate a person by changing their face color, eliminate
criminal evidence by modifying the color of a car used

in a crime, or mislead customers by changing the color
of a product. Forensic approaches that can detect color
modification have not been extensively studied. In 2013,
Choi et al. introduced a basic color modification detec-
tion method [15]. They defined a color modification at-
tack as a change in the ratio between red, blue, and
green channels. According to this definition, brightness
adjustment, which modifies the luminance of an image,
is not a color modification attack. However, hue and
white balance adjustments are included in this defin-
ition. They designed a color modification detection algo-
rithm based on the fact that color filter array (CFA)
patterns change if the color of a digital image is modi-
fied. They achieved good color modification detection
performance using an advanced intermediate value
counting (AIVC) algorithm [16]. However, their algo-
rithm is only valid for intra-channel demosaicing
methods, such as bilinear and bicubic interpolations. Be-
cause many demosaicing approaches tend to emphasize
high-frequency components by using the correlations
between color channels [17–20], the color change detec-
tion accuracy of Choi’s algorithm may be reduced.
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In this paper, we present a novel color modification
detection method using the variance ratio in the wavelet
domain. For a suspicious image, we first decompose the
image into four sub-images. The decomposition process
is performed in an even-odd manner in the vertical and
horizontal directions. Next, we construct four color dif-
ference images in the form of a Bayer CFA pattern: in-
terpolated green minus original red, interpolated green
minus interpolated red, interpolated green minus ori-
ginal blue, and interpolated green minus interpolated
blue. For the color difference images, we execute a wave-
let transform to extract high-frequency components and
then use the highest frequency subband to calculate vari-
ances. We define a variance ratio measurement to quan-
tify the level of color modification. Through various
experiments, we demonstrate that the proposed method
generates accurate estimation results for detecting color
modification. Compared to the conventional method,
our method achieves superior results.
The remainder of this paper is organized as follows:

Section 2 describes the color modification detection
method based on CFA pattern changes. The proposed
color modification detection method and localization
algorithm for changed color regions are presented in
Section 3. Section 4 reports the experimental results ob-
tained using the proposed approach, and Section 5 sum-
marizes our conclusions.

2 Estimation of color modification
2.1 Color sample changes through color modification
Most commercial image acquisition devices, such as
digital cameras, use an inexpensive CFA with a specific
shape to acquire color images. The CFA is placed over
the image sensor in a digital camera. Each pixel uses
only one color from the available choices of red, green,
and blue because the image sensor can only measure
one color per pixel. Each color channel has missing
pixels and requires interpolation. The process of esti-
mating missing pixels is referred to as demosaicing.
Figure 1a presents an example of demosaicing using the

RGGB Bayer pattern [21]. As shown in the left-most
2 × 2 square in Fig. 1a, the red value in the top-left
position (R1), green values in the top-right position
(G2 and G3), and blue value in the bottom-right posi-
tion (B4) are all original values. The remaining three
red, two green, and three blue values are interpolated.
In the RGGB Bayer pattern, demosaicing is the

interpolation process used to estimate fR_2;R
_
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_

4;G
_

1;
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_

4;B
_
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_
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3g from the original {R1,G2,G3,B4} pattern.
If the colors of an image have been modified, we can

observe that the locations of the interpolated pixels and
original pixels are changed. Figure 1b presents the color
location changes resulting in modifying the hue angle by
120°. In this case, red is changed to green, green is chan-
ged to blue, and blue is changed to red. The original R1

in the top-left position is changed to an interpolated R
_

1,

while the interpolated R
_

4 in the bottom-right position is
changed to the original R4. The other color channels fol-
low a similar pattern. The changed characteristics of color
samples are important clues for detecting altered images.

2.2 Conventional color change detection method
In general, an image generated by the demosaicing
process is represented in the RGB color space. Because
color modification is related to color information, rather
than intensity and saturation, handling images in the
hue (H), saturation (S), and intensity (I) color space (HSI
color space) is more efficient than handling images in
the RGB color space. The hue value H can be obtained
by using R, G, and B as follows:

H ¼ tan−1
ffiffiffi
3

p
G−Bð Þ

2R−G−B

� �
: ð1Þ

H represents color information as an angle, in the
range of H is 0° ≤H < 360°. Figure 2 illustrates the rela-
tionship between RGB values and hue angles. As shown
in Fig. 2, RGB values change in a periodic manner ac-
cording to hue changes. If the color of an image is

Fig. 1 An example of color sample changes in the demosaicing process. a Original color samples. b Modified color samples through color change
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modified, then the angle of the hue changes. Conversely,
a hue change caused by color modification results in an
RGB value change.
The conventional algorithm for estimating color modi-

fication [15] exploits the color sample changes caused by
color modification. This method is based on the idea
that the trace of a CFA pattern, which is closely related
to color information, changes when the color of an
image is modified. If a pixel is interpolated, then its
value exists between maximum and minimum values
within a pre-defined window with a very high probabil-
ity. For a given green sample value G(i, j) at pixel loca-
tion (i, j), the maximum value ( Gmax

ði; jÞ ) and minimum

value (Gmin
ði; jÞ) within the pre-defined window surrounding

G(i, j) are obtained as follows:

Gmax
i; jð Þ ¼ max

G k;lð Þ∈W i; jð Þ
G k; lð Þ; ð2Þ

Gmin
i; jð Þ ¼ min

G k;lð Þ∈W i; jð Þ
G k; lð Þ; ð3Þ

where W(i, j) is the pre-defined window surrounding
G(i, j). If Gmin

ði; jÞ < Gði; jÞ < Gmax
ði; jÞ , then G(i, j) can be con-

sidered as an interpolated green sample. In this case, the
count value for interpolated samples is incremented by
one. Otherwise, G(i, j) is very likely to be an original
sample. In this case, the count value for original samples
is incremented by one.
For a given hue angle H, let Ni(H) be the accumulated

total count value of interpolated green pixels in the
image. Let No(H) be the accumulated total count value
of original green pixels. That is, for a given H,

Ni Hð Þ←Ni Hð Þ þ 1; min
i; jð Þ < G i; jð Þ < Gmax

i; jð Þ
No Hð Þ←No Hð Þ þ 1; otherwise

�
: ð4Þ

To normalize the total count value, the ratio between
two count values R(H) is defined as follows: for a given
H, R(H) is

R Hð Þ ¼ Ni Hð Þ
No Hð Þ : ð5Þ

If a green sample is an original, then Ni(H) is small
and No(H) is large. By rotating the hue angle from 0° to
359°, we can find the hue angle,Hmin for which R(H) is
minimized as follows:

Hmin ¼ arg min
0≤H<359

R Hð Þ: ð6Þ

The shifted hue angle is estimated as follows:

H F ¼ 360−Hmin ð7Þ
where HF is the altered hue angle. Let us assume that
the modified hue angle is 30°. To estimate the changed
hue angle, we can find an angle with minimum R(H) by
rotating the angle from 0° to 359°. Assuming an accur-
ate estimate, the angle with the minimum variance is
Hmin = 330. Therefore, the shifted hue angle is esti-
mated as HF = 360 − 330 = 30. If an image is not chan-
ged, then HF = 0.
Figure 3 depicts the R(H) values of an original image

(the shifted hue is 0°) and a forged image (the shifted
hue is 90°) based on their hue angles. The estimated
values of HF for various demosaicing methods are pre-
sented in Fig. 3. We tested four demosaicing methods:
bilinear interpolation, the adaptive homogeneity-di-
rected (AHD) method [22], variable number of
gradients (VNG) algorithm [23], and aliasing mini-
mization and zipper elimination (AMaZE) [24]. The
demosaiced images are obtained by using the Raw-
Therapee [25] tool. As shown in Fig. 3, the estimation
errors are small for bilinear interpolation, which ex-
ploits only the information of its own color channel to
interpolate missing color values, because the AIVC
method checks the number of pixels outside of the
range between the minimum and maximum pixel
values.
Intra-channel demosaicing schemes, such as bilinear

or bicubic interpolations, have many drawbacks, includ-
ing fringe effects, false colors, and zipper effects. There-
fore, the majority of demosaicing algorithms exploit
color channel correlations, because the high-frequency
information in color channels is highly cross-correlated
in natural color images. The demosaicing results of
these techniques have more high-frequency compo-
nents than those of bilinear interpolation. Therefore,
we can expect that the estimation error will increase
with the use of demosaicing algorithms that use
inter-channel and color difference information. As
shown in Fig. 3, the estimation errors for a 90° hue shift
are 6°, 5°, 28°, and 16° for bilinear, AHD, VNG, and
AMaZE, respectively. For this reason, we will introduce
a novel color forgery estimation algorithm based on an

Fig. 2 The relationship between RGB values and hue angles
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inter-channel demosaicing method with a color differ-
ence model.

3 Proposed method
Basically, an interpolator kernel has the characteristics
of a low-pass filter. Therefore, it can be easily deduced
that the variance of the original block is larger than that
of the interpolated block. Consequently, in the edge re-
gions, the original and interpolated pixels have different
characteristics. On the contrary, in the background re-
gions, these pixels have similar characteristics. There-
fore, background regions can have an adverse influence
on estimating color modification. The conventional
methods employ an inefficient estimation process be-
cause they use the same block regardless of the charac-
teristics of the image. To remove an adverse influence
of background region, we exploit the wavelet transform.
Furthermore, to emphasize the effect of high-frequency
components, we use the highest frequency subband
(HH) in the wavelet domain.
Many demosaicing algorithms employ color differ-

ences and attempt to enhance edges. Accordingly, com-
mon demosaicing approaches use spectral and spatial
correlation for estimating missing pixels using neigh-
boring color pixels [26]. Therefore, the majority of
color interpolation algorithms are based on the differ-
ences between the original sample and filtered sample
or between two interpolated samples. Based on this
fact, we introduce a novel estimation algorithm for
color change detection using color difference images in
the wavelet domain. Recently, the variance measure-
ment of the color difference model has been success-
fully exploited in Bayer CFA pattern identification [27].

Let DGR1 and DGR4 be the color difference images
(green minus red) for an RGGB Bayer CFA pattern, re-
spectively. That is,

DGR1 ¼ G
_

1−R1; ð8Þ

DGR4 ¼ G
_

4−R
_

4: ð9Þ

DGR1 is obtained from the difference between the in-
terpolated green samples and original red samples. DGR4

is calculated from the interpolated green and red sam-
ples. We can expect the variance of DGR4 to be smaller
than that of DGR1 . Similarly, we construct two difference
images using green and blue components as follows:

DGB1 ¼ G
_

1−B
_

1; ð10Þ

DGB4 ¼ G
_

4−B4; ð11Þ

where DGB1 and DGB4 are the color difference images
(green minus blue) for the RGGB Bayer CFA pattern. As
shown in (10), DGB1 is calculated by using interpolated
green and blue samples. DGB4 is the difference between
the interpolated green samples and original blue sam-
ples. Similar to the case of the differences between the
green and red samples, we can assume that the variance
of DGB1 is smaller than that of DGB4 .
Let DWT(X) be the wavelet transform for the

image, X, that produces four subbands. Let DCD(H)
be the color difference image with hue shift angle H,
where CD ∈ {GR1,GR4,GB1,GB4}. We obtain four
wavelet subband images as follows:

Fig. 3 Estimated shifted angles from various demosaicing methods when hue angles are shifted by 0° and 90°
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WLL
CD Hð Þ WLH

CD Hð Þ WHL
CD Hð Þ WHH

CD Hð Þ� �¼DWT DCD Hð Þð Þ;
ð12Þ

where WLL
CDðHÞ, WLH

CDðHÞ, WHL
CDðHÞ, and WHH

CD ðHÞ repre-
sent four subbands with a hue shift angle H in the wave-
let domain. In the wavelet transform domain, the
highest frequency components exist in the finest fre-
quency subband in the diagonal direction. Therefore,
the variances of the four difference images in the
finest diagonal subband serve as a good measure-
ment for detecting color modification. In this paper,
we propose two variance ratio measurements using
the variances in the diagonal subbands of the color
difference images as follows:

VGR Hð Þ ¼
σ2 WHH

GR4
Hð Þ

� 	

σ2 WHH
GR1

Hð Þ
� 	 ; ð13Þ

VGB Hð Þ ¼
σ2 WHH

GB1
Hð Þ

� 	

σ2 WHH
GB4

Hð Þ
� 	 ; ð14Þ

where VGR(H) and VGB(H) are the variance ratios for a
given hue angle, H. The denominators in (13) and
(14) are obtained from the differences between the fil-
tered green samples and original red or blue samples,
respectively. The numerators in (13) and (14) are cal-
culated from the differences between the two interpo-
lated color samples. Therefore, we can expect that
the variance ratios will have a smaller value for the
original sample. If the image is modified through hue

shifting, the minimum value will occur at the position
of the shifted hue angle.
Finally, we define the estimation measurement for de-

tecting color modification,VE(H) as follows:

VE Hð Þ ¼ VGR Hð Þ þ VGB Hð Þ: ð15Þ
To estimate a changed hue angle, the hue of a suspi-

cious image is changed from 0° to 359° in increments of
a pre-defined interval factor. For each H, VE(H) is calcu-
lated. Hmin is the hue angle where VE(H) yields the mini-
mum value, which is written as follows:

Hmin ¼ arg min
0≤H<359

VE Hð Þ: ð16Þ

Figure 4 presents the graphs of VE(H) for the hue
shifted image and estimated as HF = 360 −Hmin. The
test conditions are the same as in Fig. 3. As shown in
Fig. 4, the estimation errors obtained by the proposed
method are smaller than those obtained by the AIVC
algorithm. The average estimation error of the pro-
posed method for the eight sample images is 0.25°. The
average estimation error of the AIVC algorithm for the
eight sample images is 12.75°, as shown in Fig. 3. How-
ever, we notice that the minimum value occurs twice at
Hmin and Hmin + 180° in our method. This is because
our algorithm is based on the variance of color differ-
ence values. The absolute values of color difference
have periodicity because blue and red color values are
shifted from the green value by 120° and 240°, respect-
ively, as shown in Fig. 5. This situation yields conflict-
ing results. Because the minimum value occurs twice at
Hmin and Hmin + 180°, we can trace only half of the total
angle range to estimate the exact shifted hue angle.

Fig. 4 Estimated shift angles obtained by the proposed algorithm for various demosaicing methods when angles are shifted by 0° and 90°
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Therefore, we can cut the estimation time in half based
on the periodicity of Hmin. However, we need an add-
itional decision process to determine which of the an-
gles is the real shifted hue angle.
In this paper, we introduce the following refinement

process to resolve the situation of having two minimum
values. The hue value of a suspicious image is changed
from 0° to 179° in increments of the pre-defined inter-
val factor. The hue angle having the minimum VE(H)
value is obtained by changing the hue angle from 0° to
179° as follows:

Hr ¼ argmin
0∘ ≤H ≤179∘

VE Hð Þ; ð17Þ

where H
r
is the estimated hue angle. We know that

H
r
+ 180° is also the minimum angle. To select the ac-

tual minimum value, we use the AIVC algorithm. The
angle, H

F
from among the minimum values of R(H

r
)

and R(H
r
+ 180°) can be considered as the real shifted

hue angle. We can determine the final shifted hue
angle by using the AIVC algorithm for only the two
angles obtained by the proposed method.

The proposed algorithm is summarized in Table 1. As
in existing methods, we determine the size of a square
image block to estimate the level of color modification
and set the hue angle to zero (H = 0). We choose the
square image block located at the center of the image
and construct four color difference images DGR1 , DGR4 ,
DGB1 , and DGB4 . For these four difference images, we

Fig. 5 The 180° periodicity of the absolute values of color differences

Table 1 Summarization of the proposed method

Input: A suspicious image.
Input parameters: Size of a block from the image.
Output: Estimated modified hue angle HF.
1) Choose the image block located at the center of the given image.
A. Set H = 0.
B. Compute the color differences using (8), (9), (10), and (11).
C. Perform the wavelet transform.
D. Calculate the two variances for the highest frequency subbands
using (12) and (13)
E. Compute VE(H) using (15).
F. Increase the hue value by ΔH (we use ΔH = 5) for the selected
image block,

if H > 360, then go to 2); otherwise, go to B.
2) Find the minimum hue value Hr using (17)
3) Execute the AIVC algorithm for Hr and Hr + 180°.
4) Obtain HF by taking the minimum of Hr and Hr + 180°.

Table 2 Camera models and image information for the
experiments

Camera model Number of images Image size

NIKON D200 728 3904 × 2616

NIKON D70 361 3040 × 2014

NIKON D70s 371 3040 × 2014

Jeon and Eom EURASIP Journal on Image and Video Processing  (2018) 2018:47 Page 6 of 12



perform a discrete wavelet transform and compute the
variances of the HH subbands corresponding to the four
difference images. We then calculate two variance ratios
using (13) and (14). Next, the estimation measurement,
VE(H) for detecting color modification is obtained using
(15). VE(H) is calculated by repeating the same process
until H becomes 360°. After obtaining Hr using (17), we

estimate the modified hue angle HF using the AIVC
algorithm.

4 Simulation results
4.1 Test image sets and simulation conditions
In this paper, we used 1460 raw images provided by
the Dresden Image Database [28] to evaluate the

Table 3 Mean error value comparison between AIVC and the proposed method for various demosaicing methods and shifted hue
angles in a 256 × 256 centered block

Demosaicing method Shifted hue degree 0° 45° 90° 135° 180° 225° 270° 315°

Bilinear AIVC 0.02 0.27 0.24 0.24 0.24 0.32 0.34 0.24

Proposed 1.26 1.26 1.26 1.26 1.26 1.26 1.26 1.26

AHD AIVC 12.06 17.42 17.26 17.52 17.94 18.35 18.01 17.62

Proposed 6.26 6.38 6.14 6.38 6.38 6.26 6.14 6.14

AMaZE AIVC 19.66 21.51 21.50 21.65 21.61 21.74 21.78 21.49

Proposed 10.88 11.00 11.00 11.00 11.00 11.00 11.00 11.00

DCB AIVC 22.06 34.26 35.36 36.08 36.76 37.41 35.03 34.20

Proposed 2.23 2.85 2.59 2.85 2.96 2.60 2.72 2.48

LMMSE AIVC 12.24 15.60 15.90 16.27 15.98 16.23 16.09 15.79

Proposed 13.51 13.51 13.51 13.51 13.51 13.51 13.51 13.51

VNG AIVC 8.50 10.71 10.62 10.98 10.76 11.08 10.92 10.61

Proposed 4.95 4.95 4.95 4.95 4.95 4.95 4.95 4.95

HPHD AIVC 30.28 31.55 31.49 31.53 32.06 31.76 31.76 31.75

Proposed 21.87 21.87 21.87 21.87 21.86 21.65 21.76 22.10

Average AIVC 14.97 18.76 18.91 19.18 19.34 19.56 19.13 18.81

Proposed 8.71 8.83 8.76 8.83 8.83 8.75 8.76 8.78

Table 4 Mean error value comparison between AIVC and the proposed method for various demosaicing methods and centered
blocks with a shifted angle of 45°

Demosaicing method Shifted hue degree 32 × 32 64 × 64 128 × 128 256 × 256 512 × 512

Bilinear AIVC 5.37 2.45 0.79 0.27 0.13

Proposed 2.97 2.01 1.55 1.26 1.29

AHD AIVC 31.50 23.18 19.90 17.42 15.03

Proposed 14.07 9.03 7.30 6.38 5.68

AMaZE AIVC 33.65 26.18 23.22 21.51 17.68

Proposed 21.19 15.12 13.50 11.00 9.85

DCB AIVC 36.26 35.96 35.72 34.26 33.14

Proposed 11.17 6.90 4.40 2.85 1.58

LMMSE AIVC 34.81 24.76 19.42 15.60 12.68

Proposed 34.13 22.40 16.17 13.51 11.84

VNG AIVC 19.28 14.98 12.18 10.71 10.44

Proposed 9.71 7.62 6.49 4.95 5.21

HPHD AIVC 48.95 41.66 36.01 31.55 28.39

Proposed 36.86 26.35 22.07 21.87 20.39

Average AIVC 29.97 24.17 21.04 18.76 16.81

Proposed 18.59 12.78 10.21 8.83 7.98
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performance of the proposed method. The camera
types and detailed information regarding the images
used in our experiments are contained in Table 2. CFA in-
terpolations were performed using RawTherapee [25],
which is a well-known cross-platform raw image process-
ing program. Seven CFA interpolation algorithms were
used in our experiments: bilinear interpolation, AHD
interpolation [22], AMaZE interpolation [24], DCB
demosaicing [29], linear minimum mean square error
(LMMSE) demosaicing [30], VNG algorithm [23], and
heterogeneity-projection hard-decision (HPHD) color
interpolation [31].
To estimate the shifted hue angles, the center regions

of the sample images were cropped into square blocks of

various sizes, such as 512 × 512, 256 × 256, 128 × 128,
64 × 64, and 32 × 32. The hue of the sample images was
shifted from 0° to 359° in 45° increments to generate a
test image set. In total, 408,800 (1460 × 5 × 8 × 7) test
images were generated in our simulations. The mean
values of estimation errors, as well as standard devia-
tions, were calculated to evaluate the estimation per-
formance for altered hue angles.

4.2 Results of color modification detection
Table 3 shows the hue shift estimation performance
for the proposed and conventional methods. The
mean error values were drawn from the results of the
seven demosaicing algorithms, which used a 256 × 256

Table 5 Mean error value comparisons between our method and the AIVC algorithm for various hue shift angles

Demosaicing method Shifted hue degree 0° 45° 90° 135° 180° 225° 270° 315°

Bilinear AIVC 1.00 1.80 1.77 1.74 17.74 1.84 1.82 1.71

Proposed 1.82 1.82 1.84 1.84 1.82 1.82 1.82 1.82

AHD AIVC 16.38 21.41 21.41 21.57 21.88 22.40 22.01 21.34

Proposed 8.10 8.49 8.83 8.46 8.46 8.37 8.39 8.30

AMaZE AIVC 22.55 24.48 24.74 24.69 24.61 24.70 24.42 24.20

Proposed 14.17 14.13 14.15 14.02 14.08 14.14 14.12 14.02

DCB AIVC 24.84 35.07 36.00 36.31 37.04 37.38 35.44 34.62

Proposed 4.70 5.38 5.20 5.38 5.34 5.31 5.11 5.17

LMMSE AIVC 18.78 21.45 21.83 21.94 21.93 22.03 21.74 21.40

Proposed 19.48 19.61 19.53 19.58 19.38 19.44 19.32 19.18

VNG AIVC 11.22 13.52 13.67 13.69 13.56 13.90 13.73 13.42

Proposed 6.84 6.80 6.85 6.82 6.79 6.80 6.77 6.82

HPHD AIVC 35.75 37.31 37.34 37.27 37.16 37.23 36.87 37.06

Proposed 25.67 25.51 25.58 25.73 25.54 25.31 25.58 25.37

Table 6 Mean error value comparisons between our method and the AIVC algorithm for various block sizes

Demosaicing method Shifted hue degree 32 × 32 64 × 64 128 × 128 256 × 256 512 × 512

Bilinear AIVC 5.00 2.29 0.75 0.24 0.11

Proposed 3.00 2.01 1.55 1.26 1.29

AHD AIVC 30.80 22.86 19.46 17.02 15.11

Proposed 13.67 9.03 7.21 6.26 5.65

AMaZE AIVC 33.31 26.18 23.04 21.37 17.61

Proposed 20.99 15.17 13.54 10.99 9.84

DCB AIVC 35.40 35.31 35.38 33.90 32.95

Proposed 10.88 6.73 4.09 2.66 1.57

LMMSE AIVC 34.71 25.09 19.20 15.51 12.42

Proposed 33.49 22.20 16.17 13.51 11.84

VNG AIVC 19.07 14.92 11.91 10.52 10.27

Proposed 9.79 7.61 6.49 4.95 5.21

HPHD AIVC 48.35 41.48 35.51 31.52 28.13

Proposed 36.37 26.69 22.31 21.86 20.46
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centered block. As shown in Table 3, the mean values
of the estimation errors obtained by the proposed al-
gorithm are slightly larger than those of the AIVC
method in the case of bilinear interpolation. However,
our estimation method is superior to the AIVC algo-
rithm for AHD, AMaZE, DCB, LMMSE, VNG, and
HPHD interpolations. The averaged mean error values
achieved by the proposed method for the shifted hue
angles ranged from 8.71 (for 0°) to 8.83 (for both 45°
and 135°). On the other hand, the averaged mean error
values obtained by the AIVC method ranged from
14.87 (for 0°) to 19.56 (for 225°). These results indicate
that the AIVC method based on intermediate value
counting is only suitable for bilinear interpolation. In
summary, our method achieves better estimation per-
formance than the AIVC method when considering
various demosaicing methods and altered hue angles.
In particular, the estimation errors in our algorithm

are nearly independent of the altered hue angles. The
AIVC algorithm has superior estimation performance
only when image forgeries are not created.
Table 4 contains the color forgery detection perform-

ance results for the proposed and conventional
methods. For a shifted hue angle of 45°, the mean error
values are calculated based on the various cropped cen-
ter block sizes. As shown in Table 4, the averaged mean
error values of the proposed method for various
cropped center block sizes ranged from 7.98 (for a
512 × 512 block) to 18.59 (for a 32 × 32 block). The
averaged mean error values obtained by the AIVC
method ranged from 16.81 (for a 512 × 512 block) to
29.97 (for a 32 × 32 block). The size of the cropped cen-
ter block can affect both estimation performance and
computational cost. A larger block size can provide bet-
ter estimation performance but suffers from high com-
putation time.

Table 7 Mean error value comparisons between our method and the AIVC algorithm after white balancing and gamma correction
for various block sizes

Demosaicing method Shifted hue degree 32 × 32 64 × 64 128 × 128 256 × 256 512 × 512

Bilinear AIVC 3.32 1.37 0.46 0.14 0.05

Proposed 6.52 3.87 1.91 1.30 0.94

AHD AIVC 23.50 19.04 16.62 14.99 13.46

Proposed 14.99 15.40 16.09 16.00 16.59

AMaZE AIVC 25.27 20.84 19.08 17.62 15.41

Proposed 20.47 19.37 20.41 20.87 22.07

DCB AIVC 30.18 28.28 29.08 29.27 29.51

Proposed 6.65 6.16 5.76 4.09 3.99

LMMSE AIVC 25.76 19.52 15.06 12.09 10.33

Proposed 29.87 24.20 20.98 20.23 20.38

VNG AIVC 14.95 10.91 8.47 7.52 6.77

Proposed 15.04 14.77 15.11 14.34 13.79

HPHD AIVC 34.37 29.93 27.08 24.76 21.70

Proposed 18.18 18.25 20.09 20.38 21.45

Fig. 6 Sample images for detecting forged color regions
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Fig. 7 Forged region detection results for various demosaicing algorithms

Jeon and Eom EURASIP Journal on Image and Video Processing  (2018) 2018:47 Page 10 of 12



Mean error value comparisons between our method
and the AIVC algorithm for various shifted hue angles
are presented in Table 5. The error values were averaged
according to the cropped center block sizes. As shown
in Table 5, our method achieves superior estimation per-
formance compared to the AIVC method, except for bi-
linear interpolation. Table 6 shows the mean error value
comparisons between our method and the AIVC algo-
rithm for various block sizes. The error values were
averaged from all shifted angles. As shown in Table 6,
our color change detection algorithm is superior to the
conventional AIVC method, except for the three bilinear
interpolation examples that have center block sizes lar-
ger than 128 × 128.
In general, images are captured and then used through

image pipelines such as white balancing, gamma correc-
tion, and noise reduction. In this paper, we also tested
our method for white-balanced and gamma-corrected
images. For white balancing, we exploited “white patch”
algorithm [32]. We used “lin2rgb” function in Matlab to
obtain gamma-corrected images. Table 7 shows the
mean error value comparisons between our method and
the AIVC algorithm after white balancing and gamma
correction for various block sizes. As shown in Table 7,
we can see that the white balancing and gamma correc-
tion have some influence on the color forgery detection.
Unlike Table 6, the AIVC method shows better detection
performance than the proposed algorithm in the bilin-
ear interpolation, LMMSE, and VNG demosaicing
method. The AIVC algorithm has a positive effect,
while the proposed method is negatively affected. It is
considered that the white balancing and gamma correc-
tion affect the variance, and the performance of the
proposed method will be degraded because our algo-
rithm is based on the variance. However, the proposed
method still achieves better detection results for other
demosaicing algorithms.

4.3 Forged color region detection
For this paper, we generated four forged color images
using Adobe Photoshop CS4 (64 bit) as shown in Fig. 6.
The castle in “sample 1” was altered with a 180° hue
shift, and the poster on the door in “sample 2” was
shifted by − 90°. In “sample 3”, two regions (the fish tank
and the pictures on the wall) were altered by − 45°. Fi-
nally, two countries on the globe in sample 4 were
shifted by − 45° and 90°. The test sample images were
sliced into 32 × 32 blocks. The test was performed by
shifting the hue angle in 5° increments. Figure 7 presents
the forged color region detection results for the seven
demosaicing methods. For all demosaicing methods, our
proposed method outperforms the conventional AIVC
algorithm. As shown in Fig. 7, it is hard to estimate
color shift angles or detect a forged region using the

AMaZE, LMMSE, VNG, and HPHD demosaicing methods.
This indicates that forged color detection still requires
significant research.

5 Discussion
The proposed algorithm has a reasonable accuracy in es-
timating the level of color modification. The results of
the proposed method are superior to those obtained
using the conventional method for all demosaicing algo-
rithms except bilinear interpolation. In addition, the pro-
posed approach can be applicable to localize forged
color regions. However, the area of color modification
detection still needs a lot of research based on the re-
sults of the previous and our studies.

6 Conclusions
In this paper, we presented a new color modification de-
tection algorithm using the variance ratio of color differ-
ence images in the wavelet domain. We generated a
color difference model to emphasize the differences be-
tween original pixels and interpolated pixels. We also in-
troduced a variance ratio measurement using the highest
frequency subband in the wavelet domain to quantify
the level of hue angle modification. Experimental results
demonstrated that the proposed method generates accur-
ate estimation results for detecting color modification.
Compared to the conventional method, our method pro-
vides superior color modification detection performance.
In addition, we verified that modified color regions could
be efficiently detected using the proposed algorithm.
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