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Abstract

Color information plays an important role in the color image segmentation and real-time color sensor, which affects
the result of video image segmentation and correct real-time temperature value. In this paper, a novel real-time color
image segmentation method is proposed, which is based on color similarity in RGB color space. According to the color
and luminance information in RGB color space, the dominant color is determined at first, and then color similarity can
be calculated with the proposed calculation method of color component, which creates a color-class map. Next, the
information of the corresponding color-class map is utilized to classify the pixels. Due to the characteristic that
thermal inks feature color values that change in real time as the temperature changes, the segmentation results of
thermal ink can be used as a real-time color sensor. Then, we also propose a method of color correction and light
source compensation for the sake of potential inaccuracy of its measures. We discuss the proposed segmentation
method application combining with color sensor (thermal ink) in real-time color image segmentation for Cyber
physical system (CPS) by the application in fire detection and summarize a new method in identifying fire in a video
based on these characteristics. The experiments showed that the proposed method in vision-based fire detection and
identification in videos was effective; the results were accurate and can be used in real-time analysis.

Keywords: Video image segmentation, Color sensor, Color similarity, Thermal ink, Real-time systems, Cyber physical
system, Fire detection and identification

1 Introduction
Cyber physical systems (CPS), as a computing process
and the physical process of unity, is integrated computing,
communication, and control in one of the next generation
of intelligent systems. It interacts with the physical process
through the human-computer interaction interface and
uses the network space to manipulate a physical entity in
a remote, reliable, real-time, secure, and cooperative way.
CPS includes future ubiquitous environment aware-

ness, embedded computing, network communication, and
network control system engineering that enable physi-
cal system with computing, communication, precise con-
trol, remote collaboration, and autonomous capabilities.
It focuses on computing resources and physical resources
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in close integration and coordination, mainly for some
intelligent systems such as robots, and intelligent naviga-
tion. At present, the information physics system is still a
relatively new research field.
With the continuous development of computer technol-

ogy, network technology, and mathematical theory, the
research of digital image processing in real-time systems
which has become an important component of CPS has
been widely applied in various fields, such as biomedicine,
satellite remote sensing, and image communication. As a
part of the image processing, image segmentation plays an
important role. Image segmentation in real-time systems
is a technology and process of which divides image into
a number of specific and unique section and extracts the
interested section. Video image segmentation is an impor-
tant issue in the field of computer vision and also a classic
puzzle [1, 2]. Its researches have been applied in face iden-
tification system, fingerprint identification system, fire
detection and identification system, machine vision, and
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medical imaging, and so on. As is known to all, CT (com-
puted tomography) is widely used in hospitals, which uses
the result of image segmentation to help diagnose patients
effectively and rapidly in real time. Now, face identifica-
tion system and machine vision are the most concern of
scholars.
There are many video image segmentation algorithms

of different applications. But so far, there is no uniform
solution or standard for video image segmentation, and
there is also no complete theory for guidance on how
to select the appropriate segmentation method based on
image characteristics. Under normal conditions, in order
to more effectively solve a specific problem in the field of
image segmentation, it is combined with the knowledge of
the relevant areas.
According to the image gray level, image segmentation

can be divided into gray scale image segmentation and
color image segmentation. Compared to the gray scale
images, color images include not only the brightness but
also the color information, such as hue and saturation.
In many cases, we can not extract the target informa-
tion from the image by simply using the gray information
while the human eye can recognize thousands of colors, so
we can quickly obtain the segmentation with color infor-
mation [3, 4]. Therefore, it is essential to study the color
image segmentation which has broad prospects.
There are many splitting methods in color image seg-

mentation, such as histogram threshold-based method,
region-based methods, and fuzzy clustering segmentation
and edge detection methods [5–8]. These methods also
combine different color spaces according to the needs of
segmentation [9, 10]. Therefore, in the process of color
image segmentation, we should firstly determine the color
space, then select the appropriate segmentation method.
The image is very vulnerable to the effects of light and

noise, so not only the noise but also the light changes
should be taken into consideration when segmenting.
Image color appearance would change when the light was
changed. It will lead to inaccuracy of segmentation by only
using the color information, regardless of the brightness
information. In order to obtain the good segmentation, it
uses the color information and the brightness information
concurrently. In this paper, a novel image segmentation
method is proposed which can segment the foreground
and background in RGB color space by using the color
information and the brightness information. The segmen-
tation result of this method is better.
Withmodern industrial production develops toward the

high speed and automatic direction, color recognition has
been widely used in various industrial detection and auto-
matic control field. And the work of color identification
which is led by the human eye in the long-term produc-
tion has been replaced by more and more color sensors.
Color sensor detects color with comparison the object

color with the reference color, and if they are consis-
tent in a certain error range, then output the detection
results. Color sensor can be applied in many fields, such
as monitoring the production process and product quality
in the industry [11]; the realization of the true color copy
without affected by environmental temperature, humidity,
paper and toner influence in the electronic reproduction
aspects; a disease indicator to study a sickness in theMed-
ical; and automatic control in detection two adjacent label
colors of a paper and automatically count the number
of all sorts of color by auto-counter in the commodity
packaging [12]. There are many kinds of color sensors so
far. The typical color sensor is TCS230 color sensor [13],
the latest color sensor of TAOS Company. It can recog-
nize and detect colors and has many good new features
in comparison with other color sensors. It is adequate for
colorimeter measurement applications, such as medical
diagnosis, color printing, computer color monitor calibra-
tion, and cosmetics, paint, textile and the process control
of printing materials.
According to the working principle of color sensor and

image segmentation method, we will design a similar
color sensor function by using the thermal ink charac-
teristic in this paper. The characteristic of thermal ink is
that its color value will change in real time as the tem-
perature changes. Therefore, the segmentation results of
thermal ink can be used as a real-time color sensor. We
get the color information from the segmentation area
(thermal ink); through the ink color value of correction
and the comparison of the standard color, the right color
value is concluded, and finally, temperature is output by
the relevance of the thermal ink color and temperature.
This design can be used formeasuring the indoor, outdoor
temperature, and food labels, etc. It can also be used to
control the temperature of greenhouse plants. We identify
the change of temperature through real-time monitoring
of the color change, thereby adjust the temperature to
obtain a better yield. This method is real time and fast and
without multiple sensor nodes.
The rest of the paper is organized as follows. Section 2

analyzes the color space, video image capture, recognition
and segmentation, existing algorithms, and color sensor.
Section 3describes theproposedmethod and color correction.
Section 4 analyzes the experimental results of the pro-
posed method and put forward its application. Section 5
draws the conclusion and finally gives the suggestions.

2 The analysis work
2.1 Color space
In the color image segmentation, the first step is to choose
a color space. The color model we know contains RGB,
HSI, HSV, CMYK, CIE, YUV, and so on. RGBmodel is the
most commonly used for hardware color model while the
HSI model is the most commonly used color model for
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color processing. They are often used in image processing
technology [14, 15].
RGB space is represented by the three primary colors

of red, green, blue; other colors are made up with the
three primary colors. The RGB model is represented by
the Cartesian coordinate system, as shown in Fig. 1. The
three axes stand for R, G, B, respectively, and every point
in the three-dimensional space means the three compo-
nents of brightness value. The brightness value is between
one and zero.
In Fig. 1, the origin is black, which value is (0, 0, 0); while

the farthest vertex with a value of (1, 1, 1) from the origin
is white. The straight line between black and white called
gray line means that the gray value changes from black to
white. The remaining three corners represent the comple-
mentary color of the three primary colors - yellow, cyan,
magenta.
The three components in the RGB color space, which

is highly relevant. And it will be changed accordingly
as long as the brightness is changed. RGB is a non-
uniform color space, so the perception of differences
(color) between the two colors cannot stand fort the dis-
tance that between two points in the color space. Thus,
the RGB color space is often converted to the other color
spaces, such as HSI, HSV, the CIE, and Lab, by using lin-
ear or nonlinear transform in image processing. However,
the original image we have collected usually is the RGB
space, color space conversion will increase the amount
of computation. And there are many segmentation meth-
ods using RGB color space, for example, license location
[16] gets the license plate area accurately by calculat-
ing the contrast in the RGB components, reducing the
calculated amount.

Fig. 1 RGB color model

HSI color model is put forward by Munsell, which is
suitable for human visual characteristics. The H (hue)
means the different colors, S (saturation) means the depth
of color, and I (brightness) mean the light and shade of
color. This model has two important characteristics: (1) I
component has nothing to do with the color information
of the image and (2) H and S component are closely linked
to the feelings. They are suitable for image processing with
the visual system to perceive the color characteristics, and
we often take advantage of the H component to segment
the color image. The model shows in Fig. 2.
To deal with the image in the HSI space, image must

be converted to the HSI mode. The conversion formula
(geometric derivation method) as follows Eq. (1):

H =
{

θ , G ≥ B
2π − θ , G < B

when θ =cos−1
(

(R − G) + (R − B)

2
√

(R − B)(G − B) + (R − G)2

)
.

I = R + G + B
3

,

S = 1 − 3min(R,G,B)

R + G + B
= 1 − min(R,G,B)

I
.

(1)

In the conversion Eq. (1), transformation from the RGB
model to the HSI model needs more computation. When

Fig. 2 HSI color model
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brightness was zero, saturation wasmeaningless andwhen
the saturation was zero, hue made no sense. In the con-
version, the hue will generate a singularity that cannot
be eliminated [17]. The singularity may lead to the dis-
continuous of the nearby tonal value in value, which
will ignore the low saturation pixels in the image pro-
cessing and lead to the incorrect segmentation [18]. As
is known to us, HSI is suitable for human visual char-
acteristics. Therefore, many scholars have put forth a
lot of research for color image segmentation in the HSI
model. Reference [19] used the saturation and brightness
information of HSI model to get texture image segmen-
tation, which is a combination of fractal theory and BP
neural network.

2.2 Video image capture
Generally, there are two ways in video image capture: (1)
the use of video capture card with the SDK development
tools. This method relies on the Video capture card and
the type of camera, not flexible and universal and (2) the
use of Microsoft’s Windows operating system and VFW
(Video For Window) software Development Kit of Visual
C++. It is a pure software way to realize the collection of
video streaming, input, and output. This method does not
depend on the type of vision sensors, with better flexibility
and versatility [20, 21].
This paper uses OpenCV’s CVCAM technology to real-

ize the collection of video stream of visual sensor, process-
ing, and playback (display) at the same time, and realize
the file streaming reading, processing, and broadcasting
(display).

• The introduction of the open source Computer
Vision Library (OpenCV)
OpenCV is an open source computer vision library
that was funded by Intel, composed of a series of C
functions and the C++ class, and provides easy-to-use
computer vision framework and rich library. The
functions include the field of image processing,
computer vision, pattern recognition, and artificial
intelligence. With the realization of image processing,
signal processing, structure analysis, motion
detection, camera calibration, computer graphics, 3D
reconstruction, and machine learning, a large
number of generic algorithms have higher efficiency.

• OpenCV library has the following advantages:

1. The cross-platform: Windows, Linux, Mac OS,
iOS, Android, independent of the operating
system, hardware and graphics manager;

2. Free: open source, does not matter if for business
applications or for non-commercial applications;

3. The high speed: uses the C/C++, suitable for the
development of real-time applications;

4. Easy to use: has a general image/video to load and
a save and retrieve module;

5. Flexible: has good scalability, with low-level and
high-level application development kit.

• OpenCV 1.0 version consists of the following six
modules:

1. The CXCORE module: basic data structures and
algorithmsfunction;

2. The CV module: main OpenCV functions;
3. CVAUXmodule: experimental auxiliary functions;
4. The HighGUI module: graphics interface

functions;
5. The ML module: machine learning function;
6. CVCAMmodules: camera interface function.

Because the OpenCV library functions by optimizing
the C code, not only is the code simple and efficient but
also can make full use of the advantages of multi-core
processors. Therefore, this paper uses Visual C++ devel-
opment environment and OpenCV technology for video
image capture, processing and display.

2.3 Video recognition
Video recognition mainly includes three links: front-
end video information collection and transmission, video
retrieval, and back-end analysis processing. Video recog-
nition requires front-end video capture camera to provide
a clear and stable video signal as video signal qual-
ity will directly affect the effect of video identification,
then through embedded intelligent analysis module to
detect, analyze, identify the video screen, and filter out
interference, then make targets and track marks to the
video screen in abnormal situations. In which, the intel-
ligent video analysis module is based on the principles
of artificial intelligence and pattern recognition algo-
rithms. Its researches have been applied in fire recognition
system [22].
Segment algorithms of a flame object is a key problem

in fire recognition based on video sequences applications
and have a direct impaction improving fire recognition
accuracy [23]. In segmentation of flame object, its proce-
dure is precisely based on analyzing fire image character-
istic. This paper introduces a new segmentation method
of a flame goal based on threshold value of the area using
digital image processing technology and pattern recogni-
tion technology. Further, it can judge whether fire occurs
from the characteristic information such as the fire color,
spreading area, the similarity change, and fire smoke.
Experiments prove that the method has better robust-
ness. It can segment the image of flame effectively from
a sequence of images and reduce the false and missing
alarms of the fire surveillance system. So it is very effective
to the complex large outdoors occasion.
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Using video recognition technology, through effective
analysis of surveillance video images of discrimination,
may well detect a fire and treated as early as possible to
reduce the economic losses, safeguard people’s life, and
property safety! Either economically or technically video,
fire recognition technology has a distinct advantage. It
will also be an important research direction for future
identification of fire.
Currently, due to different research directions of hard-

ware devices, video fire recognition technology is divided
into the following several research ideas: only analysis of
static characteristics of the flame, such as the shape, color,
and texture of the flame, analysis of the dynamic char-
acteristics such as similarity, spread trend, edge changes,
the whole mobile, layered changes, or in the process of
dynamic analysis with some simple area characterized cri-
terion [24]. Dynamic characteristics are focused on by
comparing two or more adjacent images in the video to
judge the fire flame. An analysis of the properties of a
single image of flame is relatively lacking; static character-
istics are focused on single picture by precise analysis of
the geometric properties of flame to arrive at a determina-
tion result. This analysis is faster, but ignoring the analysis
of trend of the flame between several consecutive frame
pictures; judgment result is inevitable errors.
In order to improve the defects and based on the anal-

ysis of the fire and the image features, this paper pro-
poses a new segmentation method of flame goal based
on threshold value of the area. The method can not only
remove noise but also rapidly and accurately extract the
target object. Further, it can judge whether fire occurs
from the characteristic information, such as the fire flame
color, spreading area and the similarity change, and fire
smoke. Experimental results show that the method greatly
improves the reliability of the fire judging and accuracy
and reduces the false alarm and the omission of the fire
recognition, shortening the recognition time of fire.

2.4 Video segmentation
The so-called video segmentation is to separate the object
or objects in video sequences that are important or
people are interested in (Video Object; VO) from the
background, or that is to draw respectively consistent
attributes of each area and, at the same time, to dis-
tinguish the background and foreground regions. Video
images can be regarded as a kind of 3D image. In other
words, the video image is composed of a series of time-
continuous 2D images. From the perspective of spatial
segmentation, video image segmentation is mainly the use
of both the spatial and temporal information to pick out
the independent motion regions of the video image in
a frame by frame detection [25]. Video segmentation is
the premise and foundation of other video image pro-
cessing, such as video coding, video retrieval, and video

database operation. The segmentation quality has a direct
impact on the work of the late. So, the research of video
segmentation technology is important and challenging.
The main purpose of video segmentation is to seg-

ment the moving foreground that people are interested in
from the background. At present, there are many splitting
methods in video segmentation, such as image differ-
ence method, time difference method, and optical flow
method. Image difference method is the use of the orig-
inal image and the reconstructed background image to
make differences to realize video segmentation. Time dif-
ference method is based on the different images, intro-
ducing the relationship between hot and cold time-space
domain. Optical flow method is based on the moving
object optical flow characteristics with time’s change to
efficiently extract and track the moving object [26]. Com-
paring these methods, image difference method with low
computational complexity, less affected by the light and
low requirement to the hardware, detected better in most
cases. The key of image difference method is how to
reconstruct a complete video image background. Back-
ground reconstruction method mentioned in the litera-
ture requires at least 25 video images of unified coordinate
pixel values to reconstruct the background image. This
method takes a long time and is not conducive to the
implementation of segmentation. Since each frame video
image of moving foreground region in the same coordi-
nate point have different gray value in general, i.e., frame
difference should be a large difference in the foreground
area than in the stationary background area. Therefore, by
calculating the gray scale value between successive frames
can be obtained foreground motion region.
At present, the general steps of video segmentation are

the following: first, the original video image data is sim-
plified and eliminated the noise in order to facilitate the
segmentation, which can be accomplished by low-pass fil-
tering, median filtering, and morphological filtering; next,
extract the features of the video image, which including
color, texture, motion , frame difference, and so on; then,
based on certain standards of uniformity, determine the
split decision according to the feature extraction to clas-
sify the video image, and finally, the post-treatment to
achieve filtering noise and accurately extract the bound-
ary, getting accurate segmentation results.

2.5 The analysis of segmentation algorithms
Threshold segmentation method [27] is one of the most
commonly used parallel regional technologies; it is one of
the largest number used in image segmentation. Actually
threshold segmentationmethod is that transform imageG
to the output image F as follow:

F(i, j) =
{
1, G(i, j) ≥ T
0, G(i, j) < T .

(2)
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T is the threshold value. If it is the object, then image
element G(i, j) = 1 or image element G(i, j) = 0. Thus,
the key of threshold segmentation algorithm is to deter-
mine the threshold value. When threshold is determined,
we compare the threshold with the gray value of the
pixel and divide every pixel concurrently; segmentation
result will output the image area directly. Threshold seg-
mentation has the advantage of simple calculation, high
efficiency operation, and high speed. It has been widely
used in applications that focus on operation efficiency,
such as hardware implementation. Scholars have studied
all kinds of threshold processing technologies, including
global threshold value, adaptive threshold value, and the
best threshold value.
In the color image segmentation, we also consider the

color value of pixels, i.e., the color information and bright-
ness, which influence the segmentation result. And many
scholars have made a lot of research of this problem.
Cheng and Quan [18] puts forward a model color image

background difference method based on HSI. Accord-
ing to chromaticity (H), saturation (S), and brightness (I),
independent characteristics of the HSI model, it creates
the brightness information by the H component and the S
component and extracts the precise prospects with using
a dynamic threshold of the brightness information. The
change of the light will influence accuracy of detection
of moving objects, so this paper eliminates it with HSI.
The results show that this method is robust for noise and
light changes and can well solve the problems of bright-
ness changes. This method can well solve the influence
of light, but it would increase the amount of computation
when the color space was transformed to HSI space.
Huang et al. [28] describes an algorithm in traffic sign

segmentation. It considers the influence of light and the
transformations in the color space and analysis of a lot
of traffic sign pictures and researches the relationship
between the color pixels in the RGB color space; the paper
puts forward a traffic sign segmentation method based on
an RGB model. This method can be very good in dealing
with traffic sign segmentation of the impact of the noise
and light; the segmentation result is precise and can be
real-time processed, but it needs a lot of research of traffic
to get the experience threshold.
In this paper, we seriously discussed the influence fac-

tors of the image segmentation, including light, noise,
and color space. An algorithm of color image segmen-
tation base on color similarity in the RGB color space
is presented; we calculate the pixels’ similarity by color
similarity and form classification map, and obtain the
segmentation finally.

2.6 Color sensor and color correction
2.6.1 Color sensor
Color has always played an important role in our life and

production activities. The color of an object contains a
lot of information, so it is easily affected by many fac-
tors, such as radiation light and reflections, light source
azimuth, observation orientation, and the performance of
the sensor [29]; the change of any parameter will lead to a
change in the observed color.
The standard method of color measurement is that

measures the sample tristimulus values by making use of
spectrophotometric color measurement instrument and
obtains the color of the sample. At present, there are two
basic types sensor based on the principle of all kinds of
color identification:

• RGB color sensor (red, green, blue) mainly detects
tristimulus values;

• Chromatic aberration sensor detects the chromatic
aberration of the object to be tested and the standard
color. This kind of device contains diffuse type, beam
type, and optical fiber type, and is encapsulated in
various metals and polycarbonate shells.

RGB color sensor has two kinds of measurement modes:
one is to analyze the proportion of red, green, blue.
No matter how detection distance changes, it just only
cause the change of light intensity but not the propor-
tion of the three kinds of color light. Therefore, it can be
used even in the target mechanical vibration occasions.
The other mode is to use the reflected light intensity of
the primary colors of red, green, and blue to detect. It
can detect the tiny color discrimination, but the sensor
will be affected by the impact of the target mechanical
position. Most RGB color sensors have a guide function
that makes it very easy to set up. This kind of sensor
mostly has a built-in chart and a threshold value which
can determine the operating characteristics. It can more
accurately measured color using panchromatic color sen-
sitive devices and means of correlation analysis. Typi-
cally, in order to obtain the color tristimulus values, it
requires at least three photodiodes as well as three cor-
responding filters [30], so the structure and circuits are
complicated.

2.6.2 Partial color detection
In the color sensor, the main point is how to detect a color.
We know that there is a disparity between the real color
of the object surface and the acquisition image color by
imaging device. This is a partial color, which is caused
by the surrounding environment, such as light and noise.
And the degree of color cast has a deal with the color tem-
perature of the outside light. Color temperature [31] to the
color of the light source is the description of a color mea-
surement. When a light color from a light source and the
radiation color of a black body in a certain temperature
phase is the same, we call it light color temperature.
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Under the different light sources, such as natural light,
tungsten filament lamp, and halogen lamp, the same kind
of color is not the same. The difference is caused by dif-
ferent sources of the “color temperature.” Generally, the
image color shows slanting blue when the light color tem-
perature is higher. And the image color shows slanting red
when the light color temperature is lower. So how to make
the collected images to correctly reflect the real color is a
key of research.
Before correcting the color, we should know if the image

exists a partial color and how to detect it and its degree.
At present, there are some representative partial color
detection methods, including histogram statistics [32],
gray balance method [33], and white balance method [33].
They can detect images whether there are partial colors.
Histogram statistics can show the whole color perfor-

mance of the image. It will give the average brightness of
three channel of RGB color space. We can judge whether
the color of initial image is partial by the average bright-
ness of R, G, and B channels. If the brightness of any
component is the highest value, then the whole image
color will be the color of this component representative.
That is, if the brightness value of component G is the
biggest, the whole image displays red. But the cause of
the partial color is complex for different applications, so
this method is difficult to get comprehensive and accurate
judgment.
Gray balance method assumes the mean of the R, G,

and B is equal in the whole image, which embodies as
neutral “ash.” It uses statistics to average the brightness
of every channel, converts it into Lab color space, obtains
the homogeneous Lab coordinates relatively, calculates
the color lengths to the neutral point, and judges whether
there is partial color. But when the environment is lighter
or darker, or the color of the image is more single, the
mean of the R, G, and B is not equal.
White balance method deals with the existing mirror

reflection image; it considers that the specular part of the
mirror or the white area reflection can reflect the light
color of light source. We count the max brightness value
of every channel, convert it into Lab color space, obtain
the homogeneous Lab coordinates relatively, calculate the
color lengths to the neutral point, and judge whether
there is partial color. But the result is distorted when the
shooting objects has no white or specular part.
All these methods are just only suitable for a certain

scope but not all. Therefore, it is limited just to the average
image color or brightness max value to measure partial
color degree. So, people develop other detection methods
for well detection.

2.6.3 Color correction
After color cast detection, the next step is color correc-
tion. Color correction is how to describe object intrinsic

color under different lighting conditions, and it has been
applied in medical image, remote sensing images, mural
images, licenses, and many other images. There are
some classic methods for color correction, such as gray
world color correction [34] and perfect reflection color
correction [35].
Gray world color correction meets a hypothesis of the

film image which is colorful, namely the statistics mean
value of every channel should be equal and the color
shows gray scale. We calculate the mean average of the
filmed image, keep component G unchanged, and let the
mean value of component R and B as the basis of color
correction. But this method cannot be used in an image
with a large single color.
Perfect reflection color correction. The object itself has

no color; it shows color through a different wavelength of
light absorption, reflection, and projection. If the object is
white, all the light is reflected. The white object or area
is called the perfect reflector. Perfect reflection theory is
based on the hypothesis that it consider the perfect reflec-
tor as a standard white in an image. No matter what light
it is, a white object, the R, G, and B of its image are of
great value. Based on the perfect reflector, it corrects other
colors.
The two kinds of color correction method are suitable

for most color corrections, and the calculation is rela-
tively simple, but sometimes can not come back to the real
object color.
With various application scenarios of color correction,

many scholars have proposed novel methods for color cor-
rection. Luz et al. propose a method based on Markov
Random Field (MRF) which is used to represent the
relationship between color depleted and color image to
enhances the color of the image for the application of
underwater image [36]. The parameters of theMRFmodel
are learned from the training data and then the most
likely color distribution for each pixel in the given color-
depleted image is inferred by using belief propagation
(BP). This allows the system to adapt the color restora-
tion algorithm to the current environmental conditions
and also to the task requirements. Colin et al. propose a
method for correcting the color of multiview video sets as
a preprocessing step to compression [37]. Distinguished
from a previous work, where one of the captured views is
used as the color reference, they correct all views to match
the average color of the set of views. Block-based dispar-
ity estimation is used to find matching points between all
views in the video set, and the average color is calculated
for these matching points. A least-squares regression is
performed for each view to find a function that will make
the view most closely match the average color. Rizzi et al.
propose a new algorithm for digital images unsupervised
enhancement with simultaneous global and local effects,
called ACE for Automatic Color Equalization [38]. It is
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based on a computational model of the human visual sys-
tem that merges the two basic “Gray World” and “White
Patch” global equalization mechanisms. Similar with the
human visual system, ACE adapts to a wide range of
lighting conditions and effectively extracts visual infor-
mation from the environment. It has shown promising
results in achieving different equalization tasks, e.g., per-
forming color and lightness constancy, realizing image
dynamic data driven stretching, and controlling the con-
trast. Yoon et al. use the temporal difference ratio of HSV
color channels to compensate of color distortion between
consecutive frames [39]. Experimental results show that
the proposed method can be applied to consumer video
surveillance systems for removing atmospheric artifacts
without color distortion.

3 Methods
In this section, we firstly introduce the calculationmethod
of the color similarity traditionally and put forward an
improve method for this method, then give the way of
extraction of flame target and judgment of fire. Finally, the
paper will describe the realization of the proposed algo-
rithm. We also describe the measures for the fill light of
the image and color correction and draw the correction
model.

3.1 The calculation of the color similarity
We introduce a scale invariance and semantics of mathe-
matical model, called SIMILATION [40], which calculates
color similarity. Given a set, the SIMILATION is defined
as the harmonic mean and arithmetic mean of the pro-
portion of the set. The harmonic mean (3), the arith-
metic mean (4), and the SIMILATION (5) are defined as
follows [40]:

harmonic mean = n
1
V1

+ 1
V2

+ 1
V3

+ · · · + 1
Vn

(3)

arithmetric mean = V1 + V2 + V3 + · · · + Vn
n

(4)

SIMILATION = harmonic mean
arithmetric mean

=
n

1
V1

+ 1
V2

+ 1
V3

+···+ 1
Vn

V1+V2+V3+···+Vn
n

= n2

(V1+V2+V3+· · ·+Vn)×
(

1
V1

+ 1
V2

+ 1
V3

+ · · · + 1
Vn

)
(5)

In the concept, SIMILATION represents the similarity
level of a set of values, and its range is from the posi-
tive infinitesimal to one. When the value of SIMILATION
equals one, it means that each value of the set is equal.

When the value of SIMILATION is positive infinitesimal
(note: according to the Eqs. (3) and (4), SIMILATION
value could not be 0), it means that each value of the set is
variety. So, we can describe the similarity of a set of values
by SIMILATION, because a low similarity is equivalent to
a high diversity.
The SIMILATION is scale invariance, and it reflects the

diversity from the proportional relationship. In Table 1,
the SIMILATION still is a constant, as long as the pro-
portional relationship between the data of a set has not
changed. The standard deviation is a description of a
set of data similarity. Although the ratio between data
is invariant, the standard deviation has changed. More
specifically, scaling of R, G, B values simultaneously with
the same degree is equivalent to brightness changing in
color spaces. Thus, the scale invariant property is fit for
achieving brightness invariance in color segmentation.
The color similarity between two colors (R1,G1,B1) and

(R2,G2,B2) is measured as below:

1. Compute (R0,G0,B0) as shown in Eq. (6).
2. Substitute (V1,V2,V3) with (R0,G0,B0) as in Eq. (4)

to calculate the SIMILATION.

(R0,G0,B0) =
(
R1
R2

,
G1
G2

,
B1
B2

)
. (6)

The Eq. (5) shows that any one could not be zero, so any
component of the two sets of color does not equal to zero
in the Eq. (6). Therefore, this measure could not deal with
some color value which equal to 0, such as (255, 0, 0). In
the coordinate system of RGBmodel, there is a lot of color
value, for example, yellow(255, 255, 0) or black(0, 0, 0).
In the RGB color space, when the color shows red, it

declares the component red is a bigger number than the
other components relatively. While the color shows yel-
low, it declares the component red is a smaller number
than the other components relatively and the gap of the
other two components is small. Thus, we modify the color
similarity method as follows:

1. Determine a reference color according to a certain
rule (it will be described in the next section), the
component value of this color does not contain a
value of 0;

Table 1 Scale Invariance of SIMILATION

Value set SIMILATION Standard deviation

2,4,6 0.8182 1.1

20,40,60 0.8182 11

200,400,600 0.8182 110
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2. Firstly, check the consulted color by comparing the
three components for 0, if it does not, please
calculate the color similarity with the SIMILATION;

3. If the three components contain 0, we calculate the
color similarity as follows:

(a) Only one component equals to 0, such as
(R,G, 0). Check the value of (R − B) for a
positive number; if the value is a positive
number, it indicates that the color is rendered
as red; otherwise, it is rendered as green.
Similarly, other color combinations can also
be calculated on the basis of the method.

(b) Only two components equal to 0, such as
(R, 0, 0). The (R, 0, 0) means the color is
rendered as red. Similarly, the colors (0,G, 0)
and (0, 0,B) are rendered as green and blue
respectively.

(c) The black (0, 0, 0) remains without any
further processing.

Finally, the results are compared with the reference
color; if they belong to the same color, then the two colors
are similar.
In Table 2, the SIMILATION measures the similarity of

the two sets of color well. The first row shows that the
SIMILATION equals to one, only the brightness is differ-
ent in two colors, and it is equal in the value of two sets of
R0,G0,B0. On the other hand, if two colors are not equal
in hue (the brightness is different), we also calculate their
similarity coefficient by SIMILATION, (i.e., either second
or third row of Table 2); the similarity of the two colors
is 90%. The fourth line of Table 2, although we could not
directly calculate the similarity by SIMILATION, we draw
the similarity of two colors information by comparing the
color components. The rest of the lines in Table 2 describe
the coefficient of similarity of a pixel value and other pixel
values.

Table 2 Brightness and color similarities

(R2,G2, B2) (R1,G1, B1) (R0,G0, B0) Color similarity (%)

10,10,100 20,20,200 2,2,2 100

10,10,100 20,150,240 2,15,2.4 47.17

20,20,200 20,150,240 1,7.5,1.2 47.17

20,150,240 0,150,240 0,1,1 Similar

20,140,10 140,140,10 7,1,1 46.67

20,140,10 70,140,10 3.5,1,1 71.59

20,140,10 70,140,70 3.5,1,7 54.78

20,140,10 10,220,240 0.5,1.6,24 20.57

20,140,10 240,10,100 12,0.07,10 2.87

20,140,10 240,10,200 12,0.07,20 2.12

3.2 Extraction of flame target
Extraction and segmentation of the flame object is the
key technology of fire recognition; the accuracy of flame
segmentation and extraction is prerequisite to improve
accuracy and robustness of the whole detection system.
In the ideal image, one can use hollow out method
combined with an edge tracking technology to design
the algorithm to achieve, but in the practical engi-
neering application, where there are a lot of noise in
the captured image, the existing edge detection algo-
rithm, usually with the aid of Roberts Cross [41], Pre-
witt, and Sobel edge detection operators, is according
to the gray value jump or not to detect the image
edge, and these methods to measure outline are usu-
ally irregular and edge discontinuity, will cost a lot of
time to refine the outline and to connect these discon-
tinuous outline, which cannot be allowed in the practical
application.
This paper proposes a flame target contour extraction

algorithm based on area threshold. The algorithm idea
is that at first use, the difference method judges whether
there is a target object, and if so, get the area of the target
object and the image of the region through a 2D max-
imum entropy threshold binarization processing, which
can get the block of the connected regions in the image.
These regions are part of some object, while the others
are noise, then put each connected white area as a set,
and for a concrete analysis of each set, eliminate the noise
and get the outline of the object; the algorithm process is
as follows:
A reference image is f0(x, y), sequence image of digital

image is fi(x, y), i = 0, 1, 2, · · · ,N . (x, y) is the coordinates
of the pixel in the each image. N is the number of frames
in consecutive image sequences.

�fi(x, y) = fi(x, y) − f0(x, y)

=
{
0, �fi(x, y) < Th1 no fire
0, �fi(x, y) ≥ Th1 on fire.

(7)

�fi(x, y) is the difference of the two images and fi(x, y) is
a current image; f0(x, y) is a reference image. In order to
highlight the target (fire), Th1 selects the 2D maximum
entropy threshold of the image; it can separate the target
and the surrounding background points as far as possible,
to facilitate the next step for extraction of the flame and to
eliminate the noise points.

1. Scan �fi(x, y) binary image, all white pixels in this
binary image will be added to the linked list that take
PixelLink as the head node.

2. To classify the pixels in the PixelLink list, produce a
set corresponding to each connected regions (for
each set to create a linked list). Begin from a certain
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point, plus the similar neighboring points forming a
region. The similarity criterion can be in gray scale,
color, and shape or other characteristics. The test of
similarity can be determined by the threshold. It
means that start from the point that meet the
detection standards, growing area in all directions; if
the proximal point meet the detection criterion, add
it into the small area, and when the new points are
merged, repeat the process to a new region, Until
there is no acceptable adjacent point, generation
process will to come to an end.

3. Calculate the area of each connected region, which
represented a list, then select the appropriate value of
area as threshold for image filtering . The connected
regions that exceed the area threshold will remain
intact, and the smaller ones as noise are eliminated.

4. Using the method of hollow out can get a single pixel
width continuous contour of the object, and there
will be no outline of the cross. Suppose m is the
target contour in the image fi(x, y), denoted as
Ai,1,Ai,2, · · · ,Ai,m.

After finding flame-suspicious areas, then according to
the fire’s features such as color of fire, the size of spread
area, similarity, and smoke , make a judgment, to further
test whether the suspicious area is the flame.

3.3 The steps of proposed algorithm
In this paper, in order to reduce the calculation amount
color space conversion, we choose the RGB model. The
proposed method that based on the RGB model of color
image segmentation is shown in Table 3.
The process is done in the following steps:

1. Given a color image (it is RGB space), determine the
dominant color and quantity.
The dominant color (i.e., the reference color) is
determined on the basis of segmentation need. If we
just split the foreground and background, then we
need to choose two dominant colors; or determine a
dominant color if we only need to split the image of a

Table 3 Color image segmentation algorithm

Algorithm 1: Segmentation algorithm

1. Ri = Read(ColorsImage)

2. Bi = RGBColorSpace()

3. Di = Determined(DominantColors)

4. Ci = Calculate(ColorSimilarity)

5. Gi = Calculate(Brightness)

6. Pi = Devide(Pixels)

7. Oi = Output(ImageResults)

8. end

region of color consistency, such as leaves or traffic
signs. This paper focuses on the segmentation of
foreground and background, so two dominant colors
are enough.
Read a color image (the size of the image size is
m × n × 3); the color space is RGB space. Calculate
the probability of each color in this image.
We know that the foreground color and background
of every image are made up of a lot of the same or
similar color. In the RGB space, every color is
composed of components R, G, and B. Let the
number of each appearing color as a function value
and RGB component as a variable and find the two of
the largest probability of the appearing color as the
dominant color. Calculation is as follows:

(a) Scan the image according to row m, save the
color value that is firstly scanned with the
format (R,G,B) and set the number as 1.

(b) Continue to scan, compare the color value
that meets with the saved color value, and test
the RGB components for equality. If equal,
add number one; or save it and set the
number as 1.
We can get the number of each color in the
image in accordance with the above approach
and would determine the dominant color by
comparing the number of every color. The
dominant color is the reference of the
SIMILATION, so any component of the
dominant color cannot be zero, and if its
value is zero, plus one.

2. Calculate the SIMILATION value and form color
information map.
After we have determined the dominant colors (two),
we calculate the similarity between each color and
the two dominants respectively by the modified
computing method. There are two cases:

(a) When every RGB component is not zero, the
SIMILATION that we calculate has two
values, which stand for the similarity with the
two dominant colors respectively. Comparing
the two similarity coefficients, the similarity
coefficient that is bigger will divide into the
collection of the dominant color.

(b) If any one of RGB component is zero, we will
judge the similarity of the color component of
the final show between each color and the
two dominant colors and divide into the
corresponding collection when they are
similarity. Ultimately, a color-class map is
formed.
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3. Divide the image pixels and output results.
Pixels are divided into the one collection of these two
types based on pixel color and color information
map, so foreground and background are segmented.
The extracted section will be clear and the
boundaries will not be fuzzy, if the colors of the
image are obvious. However, the division of pixels
refers to the standard of the color similarity measure,
which will lead to inaccurate segmentation in some
images. For example, some sections belonging to the
background may be divided into the foreground
region while others belonging to the foreground is
divided into the background region. Therefore, it
needs other ways to divide the foreground or
background for the poor segmentation results.

3.4 The step of judgment of fire
The fire in the formation process, follow certain charac-
teristics and laws .Familiar with the fire formation rules,
select and use some unique characteristics of fire flame, it
is a vital role to identify fire as soon as possible. In general,
the fire in the video has the following characteristics.
For the continuous acquisition of the two images, there

must be some regional similarity between the previous
frame and the next frame, but this does not cause a sim-
ilar region turn into a complete overlap. This feature is
particularly obvious at the beginning of the fire. The gray
of the flame core is greater than the other parts in the
image. And after the infrared attenuation, in the video
signal, the performance mode of the interference signal
is mainly fixed fast moving spot, and the large area of
infrared illumination changes.
Therefore, in recognition of the flame, firstly, the

flame can be divide into interference pattern and non-
interference patterns, and then in the non-interference
image pattern to identify the characteristics of the flame
to judge is the flame or not. Thus, the video fire recogni-
tion includes two aspects, the flame object extraction and
according to the flame color and size and other character-
istics to judge. The main process is shown in Fig. 3.

1. The judgment of the fire colors
In a real-world environment, a fire may have two
possible phenomena: the initial stage had a lot of
smoke and the direct flame. In these two
phenomena, the color model is completely different
and should be dealt separately.

(a) The flame model
Generally, the distribution of the color
between the flame and the illuminator is
different. To flame, from the flame core to the
outer flame, a general trend is to move its
color from white to red, according to the
characteristics. You can identify the flame.

Fig. 3 The flow chart of segmentation algorithm

(b) The smoke model
In reality, the fire does not necessarily have to
produce flame, it can be a billowing smoke.
Therefore, smoke is also one of the main
characteristics of fire, but smoke is not like
flame that have attributes which is relatively
easy to distinguish with other objects .But this
is not to say that the smoke would have no
effect in a fire recognition; on the contrary,
the features of smoke can be combined and be
of good use that can greatly improve the
accuracy of the system alarms, which
naturally improves the usability of the system.
At the time of the fire, the most obvious
characteristic of smoke is that the area is
constantly expanding. Therefore, according to
the color and shape features of a smoke, one
can identify a suspected smoke area. Given
the following definition:

r = R
R + G + B

(8)

g = G
R + G + B

(9)

Y = 0.30R + 0.59G + 0.11B (10)
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In the above equations, R, G, and B are the
original pixels. After extracting a lot of
information about the characteristics of
smoke, statistical analysis showed that the
following condition is satisfied:⎧⎪⎨

⎪⎩
0.304264 < r < 0.335354,
0.318907 < g < 0.337374,
r < g.

(11)

It is a flame region. Calculate the area of the
region, then extract the adjacent image, using
the same method for processing and analysis.
Finally, compare the area of the two processed
images, if the area is, change the alarm.

2. The judgment of fire area feature
Flame appears as a bright region in the image
acquisition, but if only on the basis of this bright
region one can determine fire, it is easy to take some
light, sunlight, and other high-temperature objects
mistakenly as fire. When a fire happened in the early
stage, there is a very significant feature is that of
spread, and performance in the area is the area of the
expanded, so is the size of the same suspicious areas
of adjacent frames, which means the size of the area
will change. To further verify that the suspicious
region is a flame, calculate for the object contour of
five consecutive frames separately. fi+1(x, y), fi+2(x, y),
fi+3(x, y), fi+4(x, y), fi+5(x, y) and then calculate the
area difference and overlap degree of the area
between Ai,p, P and suspicious region Ai,1, and area,
denoted as �i,p and ε, εi,p, respectively.

�i,p =
∑

(x,y)∈An

Ai+p(x, y) − Ai(x, y) (12)

εi,p =
∑

(x,y)∈An Ai+p(x, y)
⋂

Ai(x, y)∑
(x,y)∈An Ai+p(x, y)

(13)

In the above equations, p = i + 1, · · · , i + 5. Use
statistics for the mean of each �i,p and εi,p
respectively, denoted as � = ∑5

p=1 �i,p/5 and
ε = ∑5

p=1 εi,p/5, then given the threshold Th2 and
Th3, if � ≥ Th2 and 1 > ε ≥ Th3, the change area is
a suspicious fire area.

3.5 The measure of fill light
When without or short of natural light, light output from
the thermal ink of the drawing board area can not move
toward the camera, so it is difficult to capture the image
of this area. If more shades are placed next to the draw-
ing board, clearer images can be obtained on a rainy day
or evening. Light source compensation is applicable to
many situations, such as VIN recognition and mixed color
detection system of glass bottles. The light source in this
article is in connection with thermal ink, i.e., the light
source refers to light intensity of the normal fluorescent
light. It is shown in Fig. 4.
Color block means thermal ink (herein referred to as

the sensing zone) and the center part is the standard color
area. The sensing area is surrounded by the same fluores-
cent lamps; power is provided by solar cells and windmills.
The camera is unable to capture where fluorescent lights
are, and the intensity of the fluorescent light can not cause
a color change of the thermal ink. Therefore, the inten-
sity of fluorescent lights should be determined by several
tests. In daytime, solar panels convert light to electricity;
wind power also generates electricity, which is stored in
the battery. The battery becomes a power supply to the
fluorescent lamps, which can be lit continuously. It is an
environmentally friendly way, because both solar energy
and wind power are renewable, with neither pollution nor
drying up.

3.6 The method of color correction
The color value would be changed by light, temperature,
and any other environmental factors, so the image should
be color corrected after shooting to get accurate color

Fig. 4 Schematic diagram of compensation light
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values. In this paper, we will discuss the correction of
standard color and thermal ink color.

1. The correction of standard color
The standard color is mainly influenced by light and
has nothing with temperature. But the color will
change after a long time, this is a common problem.
We do not consider it.
Assuming that the size of standard color card is N
pixels and the value of every pixel Pi is
f (i) = (Ri,Gi,Bi), i = 1, 2, · · · ,N , so the average
color intensity of the whole standard color card is
I = ∑N

i=1 f (i)/N . Maybe the value of some pixels in
the standard color card is too big or too small by the
influence of light. These pixel points are not so many
but it will affect the overall color intensity values. So,
we calculate an accurate color intensity value as
follows:

(a) For every color intensity value f (i), we judged
this condition |f (i) − I| ≥ βI, where β is a
coefficient.

(b) If (a) is true, the “white spots” (a pixel point
whose color value is too big or too small) plus
1 and the total number of pixels minus 1.

(c) The color intensity values of the white points
after scanning complete
f (j) = (Rj,Gj,Bj), j = 1, 2, · · · , n, n is the sum
of the white points, f (i) the average value of
the color intensity of the white point.

(d) The final color intensity Ī =
∑N

i=1 f (i)−
∑n

j=1 f (j)
N−n .

We can infer the model of calculating the average
intensity value of the colors in the standard color
card by a different light f (L, Ī) and the average value
of the color intensity in the standard color card f (I),
so the influence of light is f (L, Ī) − f (I).

2. The correction of thermal ink
The size of the thermal ink sensing area is thought as
M pixels, the value of each pixel point Pi is

g(i) = (Ri,Gi,Bi), i = 1, 2, · · · ,M. So, the average
value of the color intensity in the entire sensing area
R = ∑M

i=1 g(i)/M, which is the color intensity value
of the thermal ink region affected by light. We know
that an essential color change of the thermal ink is a
temperature change of environment. Thermal ink
features non-correspondent value of color intensity
and temperature, which is not a linear relation. When
temperature changes in a specific period, the value of
color intensity does not increase linearly, nor increase
steadily, so it is necessary to identify a functional
relation between temperature and the value of color
intensity. In general, T = f (R) can stand for the
relation between temperature and the value of color
intensity, but it is an exceptional. Figure 5 shows that
the curve is not a straight line but segmentations.
It indicates that the change of color intensity and
temperature is not the same. The function T = f (R)

is adjusted as below:

T =

⎧⎪⎨
⎪⎩

∂1f (R),
∂2f (R),
∂3f (R).

(14)

∂1 is a relation coefficient of the temperature and the
color intensity value from temperature 0 to Ti, so ∂2
from temperature Ti to Tn−i and ∂3 from
temperature Tn−i to Tn.
The three coefficients should be obtained via
experimental data. Since the value of color intensity
is easily affected by temperature and light, the
relationship of the three can be denoted as
R = S(T , L), where T is symbolic of temperature, R
typical value of color, and L the effect of light.

3. The calculation of temperature area
In order to calculate the value of sensing area, firstly,
it should be borne in mind that standard color card
and thermal ink are easily affected by light and
temperature. The effect of light on standard color
card and sensing area is the same as well as the few

Fig. 5 A char of function T = f (R)
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influences of temperature on a standard color card
and, finally, the typical value of color intensity in the
sensing area at a given temperature
(S(T , L) − (f (L, Ī) − f (I))).

4 Results and discussion
4.1 The result of color similarity segmentation
In this experiment, we choose Microsoft visual studio
2010 platform and a software library Opencv (Open
Source Computer Vision Library) for image segmen-
tation. Microsoft visual studio 2010 is a development
platform with a powerful function, which can improve
the working efficiency and flexibility of the program-
mer and support for multiple development application.
Opencv is a computer vision library based on open
source issue of the cross-platform and run on several
operating systems of Linux, Windows, and Mac OS.
It is lightweight and has high efficiency that is com-
posed of a series of C function and a small amount of
C + + class structure. It also provides an interface for
Python, Ruby, andMATLAB language to implementmany
generic algorithms of image processing and computer
vision. We choose several color images to do an exper-
iment, pictures a–d, the experimental results as shown
in Fig. 6.

4.2 The results of fire segmentation
In this experiment, we simulate an indoor fire happening,
and the camera to capture the video then have a series of
processing.We choose several images in the same scene to
do the experiment, pictures a–d, the experimental results
as shown in Fig. 6.
Video image segmentation results (from left to right is

original image, the foreground and the background), the
background is almost the same. From the experimental
results, these four sets of images can well separate fore-
ground and background in accordance with the proposed
algorithm. In Fig. 6a, b, the foreground is smoke. The only
difference is the area of the smoke is constantly expand-
ing. Though in (a) and (b), a small portion of background
is divided into the foreground, it does not affect the seg-
mentation results. In Fig. 6c, d, where the foreground is
smoke and flame, it is easy to see the area of fire and smoke
as both are changing from (c) to (d), the flame area was
expanded and the smoke area was reduced. In Fig. 6d, the
background is similar to the flame. But the flame is divided
into the foreground well.

5 Conclusions
This work presents a new color image segmentation algo-
rithm based on color similarity in real-time color image

Fig. 6 a–d Fire segmentation results (from left to right is the original image, the foreground, and the background) will have a corresponding
change; it can be easy for recognition and segmentation, so it can be used for fire protection systems in real-time analysis
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segmentation for cyber physical systems. We firstly deter-
mine the dominant color. And then, we use a mathemat-
ical model called SIMILATION, which takes the hue and
the brightness into account at the same time to calculate
the color similarity in the RGB color space. After that,
we combine the proposed methods of calculation of the
image color components to form a color map. Further-
more, pixels are divided based on color map and the
segmentation is completed. Besides, this paper also dis-
cuss its application in fire detection and propose a new
method in identify fire in video based on these character-
istics. First, analyze the characteristics of colors of the fire
regions and extract the potential fire regions. Then, ana-
lyze its features such as fire flame color, spreading area,
the similarity change, and fire smoke. They are very com-
monly observed in fire; so, that achieves automatic feature
extraction. The results were accurate and can be used in
real-time analysis. The experimental results show that the
proposed method has better robustness for the brightness
variations and lower computational complexity in real-
time systems. However, there is a lack in this algorithm;
for instance, some section belonging to the background
may be divided into the foreground region. Therefore, we
should use other methods to deal with a certain type of
video image for accurate segmentation.
In this paper, we have described the characteristics of

thermal ink and fire, then do some experiments. Although
the real-time system has not been coming out, we can
use thermal ink characteristics and image processing tech-
nology to identify the temperature by the method in this
paper and use fire characteristics and video processing
technology to identify the fire. It can be applied in food
temperature control and tag identification, fire detection,
and identification system, etc.
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