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Abstract

In visual surveillance of both humans and vehicles, a video stream is processed to characterize the events of
interest through the detection of moving objects in each frame. The majority of errors in higher-level tasks such as
tracking are often due to false detection. In this paper, a novel method is introduced for the detection of moving
objects in surveillance applications which combines adaptive filtering technique with the Bayesian change detection
algorithm. In proposed method, an adaptive structure firstly detects the edges of motion objects. Then, Bayesian
algorithm corrects the shape of detected objects. The proposed method exhibits considerable robustness against
noise, shadows, illumination changes, and repeated motions in the background compared to earlier works. In the
proposed algorithm, no prior information about foreground and background is required and the motion detection is
performed in an adaptive scheme. Besides, it is shown that the proposed algorithm is computationally efficient so that
it can be easily implemented for online surveillance systems as well as similar applications.

Keywords: Moving object detection; Adaptive noise cancellation; Bayesian; Maximum a posteriori, Video stream;
Background subtraction; Surveillance
1 Introduction
Today, stationary cameras are extensively used for video
surveillance systems [1]. Visual surveillance is employed
in many applications, such as car and pedestrian traffic
monitoring, human activity surveillance for unusual
activity detection, people counting, etc. A typical surveil-
lance system consists of three building blocks: moving
object detection, object tracking and higher-level motion
analysis [2]. The detection of regions corresponding to
moving objects (people and vehicles) in video is the first
processing step of almost every vision system because
the rest of processing stages including tracking and activ-
ity analysis are locally applied to the regions of moving
objects [3]. Thus, the identification of moving objects
from a video sequence plays an important role in the
performance of vision systems [2].
Numerous algorithms of motion detection have been pre-

sented up to now. The simplest ones mostly use a thresh-
olding operation on the intensity difference (e.g., between
consecutive video frames or between the current and back-
ground frames). These basic algorithms often yield a poor
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performance [1]. To improve the performance, other
proposed methods employ probabilistic models [4-7]
and statistical tests [8,9]. So probabilistic models and
statistical tests are used to model and extract the back-
ground. The performance of these detection algorithms
would be largely influenced by the choice of threshold.
Higher performance can theoretically be obtained by
adaptively modifying threshold value. Up to now, sev-
eral threshold adaptation methods have been proposed
[1]. The most successful algorithms of detection are
those which exploit frame differencing and modelling
of change labels using Markov random field (MRF) in
Bayesian framework [10].
On parallel, the change detection methods have been de-

veloped based on the maximum a posteriori (MAP) prob-
ability criterion which use MRFs as a priorimodels [11-13].
MAP-inspired change detection algorithms result in better
performance. However, they are computationally complex,
because MAP estimation is an optimization problem
requiring special algorithms such as simulated annealing or
graph-cuts [14].
To reduce the complexity of MAP estimation, it can

be formulated as a likelihood test called local MAP
estimation. Local MAP estimation coupled with MRF as
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a priori probability has been widely used for moving ob-
ject detection. These algorithms generally use one of the
current background subtraction methods in MAP-MRF
framework [1,10,15-18].
In this work, a new structure of detection is proposed

in which adaptive noise cancellation (ANC) algorithm is
utilized along with local MAP estimation. Adaptive noise
cancellation basically is an alternative technique for
estimating the original signals corrupted by additive
noise or interference. In the context of signal and image
processing, ANC has been already used in works which
mostly estimate an image from a version of itself contami-
nated with additive noise [19-22]. In other words, it only
removes the effect of noise. In this paper, ANC is
exploited for moving object detection in video surveillance
applications so that it eliminates noise, repeated motions
of background, illumination changes, and shadows. Then,
MAP estimation renders the regions corresponding to
moving objects more compact and smooth. Proposed
ANC-MAP method suffers no longer from heavy compu-
tational complexity required in global MAP estimation.
Also, it is adequately robust and efficient.
The organization of this paper is as follows. Section 2

provides a review on the basic Bayesian algorithm of
change detection. Section 3 describes the principles of
ANC algorithm. The proposed combinational method is
presented in Section 4. Simulation results are discussed
in Section 5. Finally, Section 6 summarizes the results as
conclusion.

2 Bayesian change detection algorithm
The goal of a motion detection system is to divide each
image frame into moving and still segments. It is real-
ized through generating a mask Q consisting of binary
labels q(m) for each pixel m on the image grid. The labels
take either the label ‘u’ (unchanged) or ‘c’ (changed). In
order to determine the label q(m = i) of pixel i, it may be
started from the gray-level difference D = {d(m)} between
two successive frames and then looking for a change mask
which maximizes P(Q|D) (MAP estimate). Assuming that
d(m) values are conditionally independent and the labels q
(m) are known for all picture elements except i, the esti-
mation of Q reduces to the determination of q(i) [u or c].
Depending on the choice of q(i), there would be two
possible change masks of Qi

u; Q
i
c: According to the Bayes'

theorem, it may be deduced that [10]:
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where t represents a threshold value for decision.
To make the detection more reliable, the decision
should be taken based on the gray-level difference at
pixel i and its neighboring pixels. Supposing a zero-
mean Gaussian distribution for the difference values and
applying the inequality (1) to the pixels around pixel i, a
decision rule may be obtained as follows [10]:
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σu represents the noise standard deviation of the gray-
level differences in the stationary areas assuming to be

constant over space. Δ2
i

�
is the sum of squared differences

within a small sliding window wi having center i. T is an
adaptive threshold derived from modelling a priori
knowledge by MRF. This adaptive threshold varies with
the label values in the pixel's neighborhood, i.e., de-
creases inside changed areas and increases outside [9]. T
is defined as following:

T ¼ T 0 þ 4−nið Þ � B ð3Þ

where T0 stands for a constant threshold and B is a
positive-valued potential. ni is the number of changed
pixels in 3 × 3 neighborhood of each pixel. The higher
the number ni of changed pixels found in this neighbor-
hood, the lower the threshold is [10].
Figure 1 shows the general flowchart of basic Bayesian

change detection algorithm.
Though this method performs well, the interior parts

of the foregrounds are not detected in the case of big,
uniform, or slow objects. This originates from differen-
cing two successive frames. Moreover, it has significant
difficulties with changing illumination conditions. In

practice, every change causing Δ2
i

�
to become larger than

T would be considered as a motion event.

3 Adaptive noise cancellation
Adaptive noise cancellation is a method for estimating sig-
nals corrupted by additive noise or interference. Though
the concept of ANC is based on using only an adaptive
filter, the structure of ANC would appear so helpful in the
proposed algorithm. According to Figure 2, it comprises
two available inputs: a primary input d(n) and a reference
input N1(n). The first one represents the main signal s[n]
corrupted by noise N0(n). The reference input N1(n)
provides a filtered form of main noise N0(n). In ANC,
the reference input is adaptively filtered and subtracted
from the primary input to obtain the original signal
(removing the noise). The output will be an error signal
(difference between d[n], y[n]), which is used through a
feedback path to adjust the adaptive filter. The adaptive



Figure 1 General flowchart of Bayesian change detection algorithm.

Kermani and Asemani EURASIP Journal on Image and Video Processing 2014, 2014:27 Page 3 of 9
http://jivp.eurasipjournals.com/content/2014/1/27
filter continuously readjusts its coefficients to minimize
the energy of the error signal [23].
The adaptive filter can effectively work in unknown

environments and can track the input signal with time-
varying characteristics [24]. Several algorithms have been
proposed to optimally adjust the filter coefficients, such
as least mean square (LMS) algorithm and recursive
least square (RLS) algorithm [25]. Here, LMS algorithm
has been used because of its simplicity and fast conver-
gence. Basically, LMS algorithm tries to minimize the
energy (or mean square) of error signal, i.e., E[e2] [25].
The LMS algorithm leads to a recursive update relation
for filter coefficients W(n) as follows [26]:

w nþ 1ð Þ ¼ w nð Þ þ μ:e nð Þ:x nð Þ ð4Þ

where the parameters are as follows: n, iteration number;
W, the vector of adaptive filter coefficients; X, the input
vector entering adaptive filter; μ, a positive scalar called
the step size.

4 Proposed algorithm for motion detection
In this section, a new algorithm is proposed that uses
the ANC technique in a Bayesian framework to detect
moving parts of each frame in a video sequence. To
better follow up the concept of proposed algorithm, the
basic idea of detection using ANC is firstly described.
Figure 2 General block diagram of ANC technique.
Then, it will be combined with local MAP estimation so
that an integrated ANC-MAP algorithm is obtained for
optimally detecting moving objects.
4.1 Basic idea
In video surveillance applications, the camera is often
located at a fixed position. This enables us to assume a
rather stationary background. Since the areas related to
moving objects are relatively small, the background
information of two frames, whether successive or not, is
highly correlated. This correlation will be used to separ-
ate background from foreground in an adaptive scheme.
As previously mentioned, the ANC algorithm requires

two signals as inputs: a primary corrupted signal and a
reference input containing noise. To apply this algorithm
for motion detection, two possible situations may be
imagined in terms of input signals. The input signals of
ANC may be defined as following choices:

– One background frame (processed frame) and one
original frame

– Two successive original frames without any
processing

The two possible solutions above have been imple-
mented and examined. In practice, the second solution
is preferred because of the simplicity (no need of back-
ground extraction). The related procedure is imple-
mented as following. First of all, two original frames are
considered (containing unknown moving objects). The
normalized gray levels of these two frames are put into
column vectors X and Y and utilized as the inputs of the
ANC algorithm (Figure 3). The vectors X and Y are sup-
posed to represent the reference N1 and primary N0 +
s[n] signals (refer to Section 3). s[n] is here assumed as
the change caused by motion in the second frame.



Figure 3 Schematic illustration of proposed algorithm of motion detection based on ANC concept.
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Since the ANC algorithm suppresses any correlation
(mostly due to background information), it is normally
expected that the motion part remains at the output. By
a simple thresholding on the absolute error and reshap-
ing the vector, the output signal can be realized as an
image including only moving objects. The proposed
algorithm can detect the moving object being present
either at both frames or at only one frame (entrance of
the person). Figure 4 demonstrates the algorithm per-
formance in two cases. Figure 4b represents the output
(error signal e[n]) of detection result when only one
frame contains moving objects. Figure 4c is the result of
applying the ANC algorithm on two successive frames
both including moving objects.
4.2 Proposed ANC-MAP detection algorithm
Having some primary frames with no moving object, a
background model may be available. In this case, the
proposed ANC method would have an almost perfect
performance (as shown in Figure 4b). However, a scene
with no moving object may be at times impossible or
very restrictive on the system such as traffic surveillance
system. Moreover, a robust method of moving object
detection should discriminate nonstationary background
objects such as moving leaves and rain. Also, it should
be able to quickly adapt to background changes (for
example starting and stopping of vehicles). To cope with
these problems, successive frames are selected to be
applied to the proposed ANC-based algorithm in spite of
better performance when a background model is used.
If two successive frames are applied to ANC-based

algorithm, the inner parts of moving foreground objects
are not detected and classified as the background. It is
due to the large correlation of inner regions which are
omitted by the ANC algorithm supposed as background
segment. To overcome this problem, the proposed ANC
system is followed by a Bayesian stage to detect changes
(refer to Section 2).
To integrate Bayesian motion detection framework

with mentioned ANC detection, the error signal which
has turned back to an image is applied to the Bayesian
algorithm as an input image (Figure 5). A priori prob-
ability function is selected so that smooth regions appear
more probable than irregular ones. This procedure
renders the output of detection algorithm more realistic
(i.e., detected moving areas are made uniformly con-
nected). A priori probability is here modeled by MRF.
MRF estimation increases the probability of being a
foreground pixel in the proximity of a pixel detected by
ANC method and provides a context-dependent variable
threshold. So detected objects would become more



Figure 4 ANC-based motion detection. (a) One frame of an indoor video sequence. (b) The output of algorithm using one background frame
and a frame including moving object. (c) Output of ANC algorithm using two consecutive frames both containing moving objects.
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accurate and compact. The procedure finally results in
the following equation:

err2i
�

c
>
<
u

ts þ 16B−4ncB ð5Þ
Figure 5 General block diagram of the proposed ANC-MAP detection
where ts is a constant threshold. err2i
�

stands for the sum
of square errors in a window around pixel i. The param-
eter B is a positive-valued potential and nc is the number
of changed pixels in 3 × 3 neighborhood of each pixel.
Since the output error is an estimation of the original
image with background elimination, the original image
algorithm.
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should be normalized in order to have a normalized
error. So, the threshold ts will not be very sensitive to
error value and can have a rather fixed value for differ-
ent sequences.
5 Experimental results
To date, many motion detection algorithms have been
developed that perform well in some types of videos but
not in others. There is a list of challenging problems in the
video surveillance applications addressed including illumin-
ation changes, repeated motions of background, bootstrap-
ping, and shadows [17]. To show the ability of the
proposed method to handle key challenges of real-world
videos, it has been implemented and applied to several
indoor and outdoor sequences with different frame rates
and detection challenges. Regarding each motion detection
challenge, two or more videos have been selected. Selected
sequences are related to Visor dataset, Caviar dataset, and
videos referenced in [7]. All videos are accessible at [27-29].
To evaluate the performance, earlier works [5,7,17]

have been simulated and compared with the proposed
algorithm. In all experimentations, the parameters are
set as follows: the step size is chosen as 10−6, filter
length is equal to 8, and the parameter B is set to 0.5ts.
Figure 6 Detection results of proposed algorithm compared with thre
with shadows and bootstrapping. (c) An office building with switching on/
background due to waving trees.
ts is a fixed threshold which is selected experimentally
and has a value between 0 and 1.
5.1 Simulation results
The proposed ANC-MAP detection algorithm has been
tested on a variety of environments. The results which
are shown in Figure 6 have been compared with other
methods. The compared algorithms are as follows. The
first comparison is made with mixture of Gaussian
(MOG) algorithm [5] being a widely used adaptive back-
ground subtraction method. It performs well for both
stationary and nonstationary backgrounds [7]. Another
compared algorithm is the robust method of [7] which
incorporates spectral, spatial, and temporal features to
characterize the background appearance in a Bayesian
framework. The proposed method has been also com-
pared with the algorithm presented in [17] being a com-
bination of MOG and local MAP estimation.
Detection results have been compared for the case

where rival methods exhibit the best possible performance
as the results of other methods have been collected from
[7,17] (Figures 6, 7, and 8 of [7] and Figure 2 of [17]). The
results shown for the algorithms of [5] and [7] have gained
after a level of post-processing [7].
e earlier works introduced in [5,7,17]. (a,b) Two indoor sequences
off light. (d) An environment containing repeated motions in the



Figure 7 Detection results of proposed algorithm. (a,b) Two indoor sequences with shadows. (c) A sequence with varying illumination.
(d,e) Two environments containing repeated motions in the background.
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5.1.1 Indoor environments and shadow
Figure 6a,b shows the results of two indoor test se-
quences including ‘Shopping Center and Buffet Restaur-
ant’. It may be seen that the proposed algorithm can
detect and separate the moving objects and eliminate
the shadows of walking persons almost perfectly.
5.1.2 Bootstrapping
Figure 6a,b is the two examples of bootstrapping too, in
which no training period (i.e., no frame without foreground
objects) is available. In spite of background subtraction al-
gorithms, the proposed method needs no primary training
frame without foreground.
5.1.3 Illumination variations
Figure 6c shows the results for a sequence (Lobby) with
sudden illumination changes caused by switching on or
off lights.
5.1.4 Repeated changes in the background
Campus is a sequence with changes in background. Re-
sults show that the proposed algorithm can easily omit
Figure 8 Similarity measure plot of sequence Campus for the
proposed method.
the repeated motions in background (waving trees)
(Figure 6d).
Figure 7 shows the performance of the proposed

method on five other videos with the same challenges
discussed above.

5.2 Quantitative evaluation
To quantitatively evaluate the proposed algorithm versus
earlier works, the similarity measure can be used as
introduced in [7]. The similarity measure is defined as
follows:

S A;Bð Þ ¼ N A∩Bð Þ
N A∪Bð Þ ð6Þ

where A is the foreground region detected by the pro-
posed algorithm; B, ideal foreground (ground truth);
N(x), number of pixels in the region x.
S(A,B) approaches to a maximum value of 1 if A and B

are the same. Five video sequences (Shopping center,
Buffet Restaurant, Lobby, Fountain, and Campus) were
selected to evaluate algorithms based on manually pro-
duced ground truth. Each of these videos is about one or
two leading challenges in motion detection. Twenty
frames of each sequence was randomly selected and
used for making a comparison between the proposed
method and other algorithms. This method of sampling
frames is just like what is used in [7].
The averaging values of similarity measures for men-

tioned video sequences are shown in Table 1. Columns
1, 2, and 3 are the similarity measure values clearly
expressed in [7,17]. The last row shows the average of
results for five sequences. Quantitative evaluation and
comparison with the existing methods show that the
proposed method provides better performance.



Table 1 Quantitative evaluation: S(A,B) values from the
test sequences

MOG [5] [7] [17] Proposed method

Shopping center 0.42 0.64 0.74 0.79

Buffet restaurant 0.35 0.56 0.53 0.58

Lobby 0.42 0.70 0.69 0.67

Fountain 0.66 0.67 0.70 0.68

Campus 0.48 0.68 0.71 0.80

Average 0.466 0.65 0.674 0.704
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Figure 8 is a plot of similarity measure for the sampled
frames of sequence ‘Campus.’

5.3 Limitations of the method
Since background and foreground are not a priori mod-
eled in the proposed method, some restrictions appear
at the results. A problem occurs when a foreground
moving object stops suddenly or remains still for a
period of time. The algorithm is not able to recognize a
motionless foreground unless it starts moving again.
Another problem arises when a color similarity exists
between foreground and background. In this case, many
foreground pixels are misclassified. However, the moving
object is detected.

5.4 Complexity and computational cost analysis
To evaluate the computational load of proposed algo-
rithm, it is supposed that the length of adaptive filter of
ANC algorithm and the size of sliding window in Bayes-
ian method are L and W respectively. In this case, the
proposed algorithm will comprise of W + L + 2 addition
and W + 2 L + 5 multiplication operation for each pixel.
Table 2 is a comparison of complexity in terms of the
required additions and multiplications per pixel in each
algorithm. The number of operations needed in each
method is dependent on its parameters. The letters used
in Table 2 refer to the following parameters:

– k, number of Gaussian distributions in each pixel
– m, number of matched distributions in each pixel

(m ≤ k)
– L, length of adaptive filter of ANC algorithm
Table 2 Complexity and computational cost comparison

MOG [5]

Additions (per pixel) 3 k + 6m

Multiplications (per pixel) 5 k + 8m

Other requirements Initialization of Gaussian functions and parameter

Post processing
– W, size of sliding window in Bayesian method
– N(v), number of principle features of the

background at 1 pixel

Assuming k = 3, W = 9, L = 8, and N(v) = 15, the opera-
tions required per pixel for each algorithm would be as
follows:

– MOG, 27 additions and 39 multiplications
– [7], 74 additions and 43 multiplications
– [17], 40 additions and 52 multiplications
– Proposed method, 19 additions and 30 additions

According to Table 2, the proposed ANC-MAP detec-
tion algorithm needs slightly low computational com-
plexity compared to the real-time algorithm of [7] which
requires a large amount of memory (1.78 KB memory)
for calculations of each pixel [7]. Although the computa-
tional cost of MOG or [17] is relatively comparable with
proposed method, the latter proposes a superior per-
formance as stated in Table 1.
6 Conclusions
A new algorithm was proposed in this paper for the de-
tection of moving objects using the structure of adaptive
noise cancellation. The proposed detection algorithm is
integrated with Bayesian-MRF algorithm to improve the
performance in terms of the shape continuity of detected
objects. This algorithm benefits from the correlation of
background pixels on the successive frames and removes
the background. What is left at the output would be an
approximation of moving areas. The shape of moving
objects is then improved using Bayesian algorithm. The
algorithm appears to be very efficient in eliminating
noise, shadows, illumination variations, and repeated
motions in the background. Experiments on different
environments have shown the effectiveness of the pro-
posed method. Despite earlier adaptive detection algo-
rithms, the proposed method tries to directly detect
moving objects using adaptive filtering. The promising
detection results and simplicity of algorithm make the
proposed method to be a suitable candidate for real-
time practical implementations.
[7] [17] Proposed method

4 N(v) + 14 W + 3 k + 6m + 4 W + L + 2

2 N(v) + 13 W + 5 k + 8m + 4 W + 2 L + 5

s Estimating seven probability
functions using histograms

- -

Post processing
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random field.
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