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Abstract
The rapid development of computer graphics and imaging provides the modern archeologist with several tools to realistically model and visualize archeological sites in 3D. This, however, creates a tension between veridical and realistic modeling. Visually compelling models may lead people to falsely believe that there exists

very precise knowledge about the past appearance of a site. In order to make the underlying uncertainty visible, it has been proposed to encode this uncertainty with different levels of transparency in the rendering, or of decoloration of the textures. We argue that procedural modeling technology based on shape grammars
provides an interesting alternative to such measures, as they tend to spoil the experience for the observer. Both its efficiency and compactness make procedural modeling a tool to produce multiple models, which together sample the space of possibilities. Variations between the different models express levels of uncertainty
implicitly, while letting each individual model keeping its realistic appearance. The underlying, structural description makes the uncertainty explicit. Additionally, procedural modeling also yields the flexibility to incorporate changes as knowledge of an archeological site gets refined. Annotations explaining modeling decisions can
be included. We demonstrate our procedural modeling implementation with several recent examples.

1. Introduction

In the same way as the general public is used to more and more realistic visualizations of virtual worlds, the demand for such 3D models of archeological sites is growing. These models are not only used for edutainment and site marketing, they also provide a basis for dissemination and scientific discussion about
reconstruction hypotheses.

Nonetheless, realistically looking models are also a cause of concern to cultural heritage experts. A caveat often raised is that such models may convey a false impression of certainty about the past, whereas more often than not, one can only guess how large parts of buildings or sites may have looked like. This raises the
question of how to deal with such uncertainty, that is, how to resolve the tension between veridical and realistic modeling. On the one hand, one would want to create an enticing experience for the public. On the other hand, scientific rigor commands that one must very clearly communicate such uncertainty to the public. In
this paper, we argue that a way out of this conundrum is to create not one model, but multiple models. Variations among multiple, fully realistic models are a natural way of expressing uncertainty while keeping observers intrigued. Obviously, such an approach is only feasible if the creation of these models is efficient.

There are a lot of technologies and commercial tools available today to create realistic 3D models of cultural heritage sites, too many to even begin giving an overview. Unfortunately, they share the high level of manual work involved. Building even a single model therefore is too expensive for the vast majority of sites.
Procedural modeling would seem to offer a good alternative, however. This paper discusses how this approach to modeling can resolve some of the main issues (e.g., handling uncertainty) with the modeling of architectural structures in particular. It helps to address the inflexible nature of static geometrical site models and
avoids repetitive and labor-intensive manual modeling. It also enables site models to be updated more often as knowledge increases and to express the remaining uncertainty effectively.

The structure of this paper is as follows. Section 2 discusses the veridicality-realism tension in more detail. It also describes some previous methods to express uncertainty in 3D models. Next, we give a short introduction to procedural modeling in Section 3. That section also shows some previous work based on the CityEngine,
a tool for the procedural modeling of buildings and sites. Section 4 discusses and demonstrates the advantages of procedural modeling for expressing uncertainty while still delivering enticing realism. Finally, Section 5 discusses the pro's and con's of procedural modeling in the context of expressing uncertainty in cultural heritage
and sketches some future research.

2. The Problem of Reconstruction Uncertainty

Virtual 3D models of monuments and sites that have largely disappeared can serve many purposes. They allow experts to visualize and investigate features of a site, which may otherwise be difficult to appreciate. Many researchers do indeed see them as more than modern illustrations: they are dynamic visual research
models. Moreover, they contribute enormously to the dissemination of archeological research and its effective presentation to the public. Frischer et al. [1] give an overview of the history of Cultural Virtual Reality (CVR) and discuss the need for aesthetic, scientific and technical standards in this field. The level of detail and
photo-realism at which one ought to try and produce such reconstructions is disputed. Some warn that the more compelling a reconstruction is, the more the general public may take the correctness of every detail for granted, even if part of the reconstruction is based on not much more than a dedicated guess or one among
several hypotheses.

We recognize the relevance of these caveats. It should for instance remain possible to visualize the levels of uncertainty for all parts of a model. Rationales behind particular completions and choices should be documented, preferably also as annotations to the model, allowing scholars to have direct and easy access to them.
This is what the The London Charter (LC in short) [2] demands in its principles (e.g., in principles 4 and 6). The LC lists a number of fundamental principles for 3D visualization methods in cultural heritage. The introductory article [3] about the charter gives an overview of critical literature about photo-realism and transparency
in cultural virtual heritage. These issues have also been raised by Forte [4], a pioneer in 3D modeling of cultural heritage: "Noticeable gaps are represented by the fact that the models are not "transparent" in respect to the initial information (what were the initial data?) and by the use of peremptory single reconstruction without
offering alternatives". On the other hand, 3D computer models should not be judged too harshly either. Quoting [5]: "VR is the modern version of the artist that gave a "possible" reconstruction using water-colors". One only has to think of the Halicarnassos mausoleum to have a vivid example of how different such hand-drawn
reconstructions could be [6]. Omitting uncertain parts would basically only leave one with thin air.

Moreover, we see at least as big a danger in oversimplified models, and this is what the alternative for realism has often turned out to be in practice [7]. These can be misleading in at least two ways. Copy-and-paste strategies have been popular in the production of such models. Given the uncertainty about the precise shape
of a component—for example, a pillar—why not represent it by an example placeholder shape and simply repeat it. Such repetitions may create unrealistic, exact regularity in shapes or patterns. This may convey a false impression of technological sophistication. Also, such models tend to be produced by starting from a library of
predefined, pure geometric primitives. Perfectly planar walls, precisely cylindrical arches and pillars, repetitions of identical tiles or decoration, and so forth. tend to be a far cry from actual variations found in handcrafted elements. Such simplifications do not necessarily let observers infer uncertainty.



Furthermore, omissions—another type of simplification—could have the effect in that they often fail to do justice to the true level of decoration of a structure or to the intentions of its creators. One can leave out colors on Greek buildings, for instance, thereby perpetuating one of the most persistent misconceptions about their
original appearance. Even if there may be uncertainty about which color ought to go where, making occasional mistakes in the coloration may well be the lesser evil. Similarly, even if one is not absolutely certain about the ornamentation found in certain parts of a building, it may be better to make a dedicated guess at its
original state than to simply leave it out.

Hence, leaving out any structures one is not absolutely sure about, combining basic geometric primitives, or adopting copy-and-paste methods, all entail definite dangers just the same. Moreover, such models will almost certainly fail to generate interest from the public. Especially younger viewers need visually compelling
images to retain their interest, given their constant exposure to impressive graphical imagery in games and movies [8].

Alternatively, what we propose in this paper is an efficient way of modeling even possibly large sites. The increase in efficiency compared to traditional modeling is such that one can leave behind the idea of building a single model with indications of uncertainty levels. Rather than using coloration, levels of transparency or
non-photorealistic rendering (NPR) [9, 10] to indicate that one is not quite that certain about a part of a model, one can produce several, realistic models. Each of these models can be truly enjoyed by the public (coloration or transparency invariably ruin the experience). Thinking about uncertainty automatically leads to the idea
of probability distributions. One way of representing those is to sample them, with a sufficiently large number of samples. Rather than producing the model, one could therefore in analogy create a representative multitude of models. Each model is a sample for the underlying, more abstract and semantic description, which also
contains explicit indications of uncertainty and expert annotations. It stands to reason to let these models—which are all instantiations from the family of shapes described by the procedural description—share aspects that are certain, while they differ in those parts where some guess-work is needed. Presenting such models in
sequence gives the public a good impression of how it may have been, while still clearly bringing home the message of not being certain across the board. The procedural modeling strategy makes it possible to create multiple such models from single structures to entire sites (e.g., of Pompeii or imperial Rome, as we will show in
the next sections).

3. Procedural Modeling

We start this section by showing the principal differences between manual and procedural 3D modeling. An overview of the relevant work in the field of procedural modeling is given and we introduce our approach for the procedural generation of multiple hypotheses of archeological sites: shape grammar based procedural
modeling.

3.1. Reading the Architect's Mind

With traditional modeling, the artist works almost exclusively at the geometrical and visual level of the model: vertices, lines, surfaces, materials and colors are modified part-by-part (and building-by-building) to optimally match the drawings, blueprints and possibly scans provided by archeologists and surveyors. The artist uses
techniques like conventional mesh modeling, sculpting and image-based modeling to create the geometry from the template data. In other words, the modeler reconstructs the visual appearance of the site step by step. The structural logic of the model does not necessarily match the architectural design of the site, as only the
visual end effects should be similar. It follows that there are multiple situations during the modeling process where uncertainties are explicitly (or worse, implicitly) glossed over.

In contrast, the procedural modeling approach reduces the geometrical aspect during modeling in favor of the structural and semantic information (including uncertainty). In a procedural site description the spatial and semantic relationships between objects (also called shapes in grammar-based procedural modeling) are more
important than the absolute geometrical coordinates and appearance attributes. If the architectural relationships between elements of the site are correctly captured into procedural descriptions (also called rule sets in grammar-based modeling), valid spatial coordinates and visual attributes within the bounds of uncertainty follow
automatically. Ultimately and ideally, procedural descriptions are a translation of the architect's mind into a machine readable format. Examples for these claims are given in Section 3.3.

In this shift of focus from the geometrical to the semantic/structural level we see a number of advantages. First, and most importantly, the text-based procedural models inherently provide a container for the explicit formulation of uncertainty, for annotations and for the tracking of changes (cf. LC, principle 4). Second, the
models are more coherent and the risk of errors is reduced. For example, model parts which have architecturally the same (hypothetical) meaning will also receive the same geometrical and visual attributes, that is, dependency relationships as defined in the LC (principle 4.10) are explicitly stated. Third, the model is greatly
reduced in storage size as duplicate elements can be shared. Uncertainty bounds still generate variations, but only at the time of instantiation (3D model creation). Fourth, the model structure and uncertainties remain human readable in absence of a visualization tool (cf. LC principle 5). Fifth, if architectural rules are present in
the literature (e.g., Palladio [11] and Vitruvius [12]), they usually can be easily translated into modeling rules.

For archeological reconstructions, the actual sources of data are the same for traditional and procedural modeling [13]. A nonexhaustive list might include (1) archeological drawings and sketches, (2) text-based literature, (3) photographs, (4) raster data (e.g., digital elevation model), (5) vector data (e.g., geodesic
measurements), (6) surveys (e.g., by laser scanning, photogrammetry, or computer vision methods).

3.2. Related Work in Procedural Modeling

Research in procedural modeling has been going on for several decades. Architectural procedural modeling can draw on a number of production systems such as Semi-Thue processes [14], Chomsky grammars [15], graph grammars [16], shape grammars [17, 18], attributed grammars [19], L-systems [20], or set grammars
[21]. With hard-coded modeling rules written in a programming language like C++ on one side of the spectrum and more constrained grammar-based systems on the other, all these methods present the user with different expressiveness and efficiency.

Shape grammars as introduced by Stiny were successfully used for the construction and analysis of architectural designs [22–26]. Classical shape grammars have not been designed to operate automatically, they are missing a control mechanism that selects rules and transformations in each production step. We and others
therefore have tried to make the shape grammar concept more applicable to architectural modeling in practice [27, 28]. A result is available through the "CityEngine" software package [29]. Recently there has been work to provide the users of shape and design grammars with visual editing tools and solve some of the
complexity issues arising from local changes [30].

A complementary technology to shape grammars is the concept of the Generative Modeling Language, or GML for short, introduced by Berndt et al. [31] where an architectural or archeological asset is described by a set of low-level operations on (control) mesh components. GML shares with shape grammars the possibility to
alter shapes through the simple interpretation of parameter settings. A similar method to our grammar-based approach is presented in [32], but their approach still involves a lot of manual work to re-create a whole urban area.

3.3. Shape-Grammar-Based Modeling with the CityEngine

The CityEngine (Figure 1) is a tool that allows for efficient modeling of 3D scenes at large scale and in arbitrary detail while retaining the flexibility to adapt the model at hand for future changes as knowledge about a site gets refined (for example, as an excavation campaign progresses). Compared to traditional 3D modeling
tools, the price to pay for this greater flexibility is a certain amount of programming knowledge needed by the user in order to create the rules. We also recognize the fact, that a grammar based modeling approach may not be suited for very irregular architectural structures.

Figure 1  The CityEngine workbench as used in the RomeReborn project: the windows on the left and upper right show the building mass models acquired by scanning the Plastico di Gismondi . The lower window on the right shows the detailed building facades created by applying the Computer
Generated Architecture (CGA) shape grammar rule files.

The shape grammar as implemented in the CityEngine is a programming language dedicated to generate architectural 3D content. As introduced in [27], we will use the term CGA shape from now on (CGA stands for Computer Generated A rchitecture). The CityEngine is meant as a tool for complete sites, and not only
individual buildings. It also supports the creation of street networks and the addition of vegetation. Uncertainty about vegetation and streets can also be captured with the CGA rules. The CityEngine can take GIS data as input, such as building footprints or height maps. Figure 2 summarizes all this.



Figure 2  The CityEngine pipeline integrates CGA shape grammar rules for building reconstruction with GIS data such as building footprints and height maps. Note that the rules can also be used to generate hypotheses for street models and vegetation distribution.

The idea behind grammar-based modeling is to define rules that iteratively refine a design by adding more and more detail. These rules operate on shapes which consist of a geometry in a locally oriented bounding-box. Listing 1 shows a generic grammar rule. A crude predecessor shape is refined by replacing it by a series of
finer successor shapes. The replacement can be conditioned on properties of the model created so far. A choice between alternative replacements can also be determined by chance, with pre-specified relative probabilities (also encoded in a condition). The replacement rule does not only have to specify the finer successor shapes
to be added, but also how they have to be positioned with respect to each other, like a regular, horizontal repetition, for example.

Listing 1: A generic CGA shape grammar rule. Note that a rule must at least have one successor list (with at least one successor) and that the condition is optional if N = 1 (for syntactic details consult [29])

predecessor - ->

condition1: successor0 … successorM

…

conditionN: …

The column to the right in Figure 3 shows the generation sequence of a complete (although simplistic) building example. The corresponding rules are shown in Listing 2. These rules make use of a generic subdivision scheme (mass  facade  floor  window) which works for many modern styles. A similar rule set was used to
reconstruct the Candler building and its beaux-arts patterns shown on the left side of Figure 3.

Listing 2: This complete rule set is able to generate the simple building shown in Figure 3 (right column). These rules work on mass models of arbitrary dimensions. Note that comp and split are shape operations, a special type of successor.

// STEP 1

Building - -

side: top:

Front - -

~3.5

Side - -

~3.5

Floor - -

~3

GroundFloor - -

~3

~3

// STEP 2

Tile - -

~1 ~1

Subtile - -

~1

Entrance - -

~1

~2 ~1

Window - -

Door - -



Figure 3  On the right, from top to bottom, we show a simple CGA shape grammar derivation sequence. First, the mass model (aka. initial shape) is shown. Next, we show the intermediate result after a first subdivision (step  in Listing 2) and the final model after step . This subdivision sequence (mass facade 
 floor  window) is quite generic and was used to reconstruct the Candler building (Atlanta, USA) which is shown on the left.

The terminal rules (where shapes are included that themselves do not result from compositions of other shapes) add predefined shapes, from a library of shapes typical for the architectural style of the building which is being modeled (like a Greek capital or a Gothic window). Interestingly enough, GML (Generative Modeling
Language) [31] is an excellent example of how also such terminal components can be modeled efficiently using, again, procedural strategies.

Listing 3 shows an example where uncertainty is modeled using probabilistic and conditional rules. The example utilizes two different kinds of probabilistic attributes: the attributes denoted with attr are evaluated (i.e., random values are freezed) prior to the generation of the model and are typically used to control global
design parameters, that is, these attributes stay constant during the whole generation process to ensure a consistent design even in the presence of uncertainty. The other kind of attributes in this example are used in the successor conditions (see SubR in the listing). They randomly select a successor on each call of the rule. In
addition, comments can be inserted inside the grammar rules to directly document the (archeological) sources (cf. principle 4 of the LC [2]).

Listing 3: Uncertainty about the window dimensions is encoded into shape attributes winW and winH where the values have certain probabilities assigned. The actual value of the attributes is determined prior to the generation process and stays the same for each call to Tile and Sub. In contrast, rule SubR uses conditions per
successor list to decide on the window height. In this latter case, each window would potentially get a different height.

attr randomly = 0

attr winW = 2 // fixed, no uncertainty

attr winH =

60%: 1.5 // from "arch. source"

20%: 1.6 // from "arch. source 2"

else: 1.7

Tile - -

case randomly == 0:

~1 ~1

else:

~1 ~1

// sub tile alternative 1

Sub - -

~1 ~1

// sub tile alternative 2

SubR - -

~1 ~1

~1 ~1

~1 ~1

In the next sections, we show further examples of projects carried out with the CityEngine. We offer them in an order that highlights additional features of our modeling tool one at a time. Section 4 combines these features and showcases the visualization of uncertainty using multiple models.

3.4. The Semper Observatory

The first example is an exact reconstruction of an existing building and does not exhibit any uncertainty. Nevertheless, it is included here to demonstrate the adaptive behavior of the facade rules, which is a precondition for valid models when multiple hypotheses are created.

Figure 4 shows a reconstruction of the observatory, originally designed by Swiss architect Gottfried Semper (1803–1879). The observatory was built from 1861 to 1864 and restored from 1995 to 1997. Semper was very educated in formal architecture and wrote a highly regarded book about style [33]. His buildings are
examples of neoclassical architecture and include all elements of this widespread style.



a site.

By including self-similar volume shapes, facade ornaments, repetitions and self-occlusion on a small scale, the Sternwarte is a very interesting example to model with the CityEngine [27]. Moreover, as the bottom row of Figure 4 shows, the facade design adapts to arbitrary variations of the underlying mass model. It would be
easy to generate multiple models, if it would e.g., no longer be known how many storeys the building originally had, for instance.

3.5. Reconstruction of Puuc Buildings

The Puuc example builds upon the features used by Semper's observatory and introduces the so-called control parameters which are simply a set of shape attributes used to control the overall result of a grammar rule set (e.g., a building type). These parameters are the key tool to express uncertainty, for example, by storing
a range of possible values (see winH example in Listing 3).

Puuc is a subtype of Mayan architecture which is characterized by its veneer-over-concrete construction technique resulting in geometric and repetitive façade structures. Well preserved examples of Puuc-style buildings can be found at Uxmal or Kiuic (Figure 5).

Figure 5  Photograph of a well preserved Puuc-style building in Kiuic, Mexico.

By creating a single set of rules for all Puuc building types with the help of archeologists of the German Archeological Institute, we were able to generate each of the building types in about 5 to 10 minutes (by simple modification of the control parameters of the grammar rule set) [34]. Additionally, there are rules to specify
materials and textures. Please note that the building types have all been created according to specific archeological data and no random variations have been used for this reconstruction either. See Figure 6 for selected buildings, with height and molding combinations. These images have been rendered in OpenGL and are
screenshots from the interactive previewing system of the CityEngine. Higher quality renderings can be created with offline tools.

Figure 6  Four building hypotheses that have been created by using the single rule set described in [34]. Simple modifications of its control parameters lead to the different building appearances.

Additionally, the rules have been extended to generate other more complex buildings. Figure 7 pictures a whole building. This image has been created with Pixar's RenderMan.

Figure 4  (a) Semper's Sternwarte (Observatory), photograph on the left, rendering on the right. (b) The rule set used to reconstruct Semper's Observatory automatically adapts to any configuration of the underlying mass model. This is a very useful feature to quickly visualize multiple reconstruction-hypotheses of



3.6. Reconstruction of Ancient Pompeii

The example of Pompeii is a large scale reconstruction project, beyond the actual excavations, as large sections of the site have not been excavated yet. Mostly only footprints are known, so that buildings had to be extruded with extensive use of probabilistic rules.

Pompeii, an ancient Roman town destroyed in 79 AD, was reconstructed in collaboration with archeologists who provided ground plans (footprints) and drawings/sketches of selected building types. We used this information to abstract 190 design rules to model the complete city including the streets and placement of trees
[35]. The resulting model shown in Figure 8 has about 1.4 billion polygons at its highest level of detail. Figure 9 shows a typical (but hypothetical) street-level view of the city (also see Section 4).

Figure 8  The complete reconstruction of Pompeii. The landmarks rendered in blue have been added manually. The parts in red have not yet been excavated and therefore had to be extrapolated, a task where grammar-based modeling is of great help. The view in Figure 9 is located at the Y-crossing on the left.

Figure 9  This (hypothetical) street-level view of ancient Pompeii was created by translating archeological drawings, figures and ground-plans into CityEngine rules and rendering the resulting geometry with Pixar's RenderMan.

3.7. Rome Reborn 2.0

Rome Reborn [36, 37] is an international project, inspired and led by Prof. B. Frischer, University of Virginia, that aims to create an interactive 3D digital model illustrating the urban development of ancient Rome (Figure 10). As a start (i.e., Rome Reborn 1.0), a model of 4th century AD Rome was created. At that time, all
well-known, major buildings had already been erected.

Figure 10  Rome Reborn 2. 0: The approx. 7000 domestic buildings between the major monuments have been reconstructed using grammar-based procedural modeling (as implemented by the CityEngine). The upper figure shows the area around the Circus Maximus and the lower figure shows a typical, although
hypothetical, street view. Both images have been rendered in mental images' mentalray (Circus Maximus model courtesy of Bernard Frischer, IATH).

The detailed 3D models of Rome's monuments—such as the famous Colosseum and Circus Maximus—have been created manually in several man-years of work by experts in archeology and computer graphics from all over the world. To reconstruct the surrounding urban environment and "fill-in" buildings in similar detail using
similar methods would have been a daunting task. Thus, grammar-based procedural modeling was used for the Rome Reborn 2.0 version. In this way, about 7000 domestic buildings (insulae, the apartment buildings of the time where the lower and middle classes would live) have been reconstructed. As a matter of fact, also
about 60% of ancient Rome's temples were modeled with the CityEngine.

Rome Reborn 2.0 combines all the features used in the previous examples and adds one peculiarity to the input data: in contrast to the Pompeii model, the Rome Reborn 2.0 model did not start with building footprints but with crude polyhedral volumes for each building. These were the simplistic representations of the insulae
from the Rome Reborn 1.0 version. They were obtained by laser-scanning the famous "Plastico di Gismondi", a huge plaster exhibited and preserved in the Museum of Roman Civilization in Rome [38]. This put the adaptive behavior of the facade rules (Section 3.4) to the test, as an enormous variety of facade topology had to
be handled. Another novelty is that the Rome Reborn 2.0 model mixes manually modeled monuments of the first stage of the project (Rome Reborn 1.0) with these procedural insulae and temple models. Near certain monuments, the amount of detail in the procedural models actually had to be limited in order to keep the visual

Figure 7  Detailed reconstruction of one of the few highly ornamented buildings in Xkipché. The whole building has been generated procedurally by using the CityEngine, except the complex mask ornaments which have been created with traditional mesh modeling software. The image has been rendered in Pixar's
RenderMan.



balance with those manually modeled monuments in check. Figure 10 shows a snapshot of a small part of the model, rendered with the "mental image RealityServer".

4. Examples of Reconstruction Uncertainty

As already discussed in Sections 1 and 2, we propose to create multiple models of a building or site, that differ in the aspects which are not certain.

In the already mentioned case of Pompeii, for most buildings only the footprint is known with reasonable certainty. Thus, quite different buildings can be erected for each footprint. It has to be added that the rule set used was location dependent, as extra information such as the affluence, building period, and population
density of a city district was fed into the system. Figure 11 shows pairs of views of two different models generated from the same underlying CityEngine description. As can be seen, virtually everything—except the overall style—is different: roof types, facade and floor layouts, window and door dimensions, and so forth. These
views have not been rendered with a high-end renderer, but nevertheless demonstrate the idea of showing multiple, realistic models to give a feel of uncertainty versus constancy of style to a naive observer.

Figure 11  For each view two hypotheses have been created in order to compare roof types, floor layouts and door/window dimensions. Note that in this example, the footprints of the buildings and their functions (e.g., atrium) are fixed, that is, there is a high certainty of correctness for the footprints.

In a second example, we would like to show how the uncertainty can be controlled in a more fine-grained manner, for example, for specific parts of a building. Figure 12 shows multiple hypotheses for a typical facade from the "Rome Reborn 2.0" project. We artificially reduced the amount of uncertainty on the lower floor by
fixing the layout to the sequence door-window-door. Also, we constrained the doors to the left and right. The left door is always large and the right door is always small. The small window between the doors has a probability of 50%. The upper floor uses the unmodified rules from "Rome Reborn 2.0". Although this example does
not correspond to a genuine archeological case, it demonstrates how a part of a building could remain fixed between models if there would exist more precise knowledge about it, whereas other parts can remain as unconstrained as before.

Figure 12  This example uses a subset of the rules created for the "Rome Reborn 2. 0" project. We constrained the rule attributes such that the lower floor always has the same layout (door-window-door) and always contains a larger door at the left and a smaller door at the right. The window between the doors
has a probability of 50% (the first five facades are with, the last 5 without the window). The upper floor uses the original range of layouts designed for "Rome Reborn".

5. Discussion and Conclusion



Producing multiple, realistic models as a way of sampling the underlying, partially uncertain description of buildings and sites and thereby lift the tension between veridical and realistic model visualization, hinges on the ability to efficiently create 3D models. We have proposed procedural modeling as a strategy to make this
possible. Hopefully, the examples have convinced the reader that procedural modeling does indeed carry a great promise.

But also in 3D modeling, there is nothing like a free meal. Rather than directly seeing the outcome of one's modeling efforts, procedural modeling requires that first the rule-based description be created. This is currently done by writing the grammar rules in a text editor and it requires some training. On the other hand, as the
community of procedural modelers grows, one can imagine that the rule sets for many styles will be available before the project starts, or that the required style can be derived from a similar style, with minor modifications. Also, work is currently being done to provide the artists with visual editing tools for creating the rule sets.

With the examples of Pompeii and Rome Reborn 2.0 we show multiple samples of parts of models with high uncertainty. Parts about which the experts feel certain remain unchanged. Moreover, the proposed multi-model strategy can also naturally express the relative certainty of different hypotheses, by adhering to each with
their prescribed frequency. If one believes there is about 90% chance it was one way, and about 10% that a second hypothesis was the right one, 9 out of 10 models can follow the first hypothesis, and only 1 out of 10 the second. This kind of expert pondering would even be difficult to show if one would simply juxtapose two
models according to the two hypotheses. Exposing the audience to a multitude of models would seem the natural way to go.

This all said, quite a bit of work on the CityEngine remains to be done in order to make it fully compatible with the uncertainty dream. If for a building in Pompeii it is known that there were two windows of certain dimensions on the ground floor, say, and this ground floor would leave space for a lot more of such windows,
then fixing these structures would not necessarily coincide with fixing a certain parameter of one rule. Structures one feels certain about may cut right down the middle of structures normally generated by a rule or a set of rules. One possibility to fix such structures would be to implement interactive editing tools which duplicate
the rules and attributes belonging to this part automatically. One copy would be used to freeze the part one is certain about, the other copy would be used to generate variations for the other, uncertain parts as before. This has not been done yet.

Also, in this paper we have focused on the model of a building or site at a fixed moment in time. In reality, many monuments and sites have changed during the ages [10]. As a matter of fact, the grand vision behind the Rome Reborn project is not so much to produce a model of the city for the 4th Century AD, but to
produce similar models for other time periods, in order to show the city's evolution. That will entail the creation of time series of models, where again certain aspects remain fixed and others vary. Such modeling may then require several time series of models, if we want to stick to our strategy. But as the London Charter [2]
suggests, 3D models can indeed be an ideal way of illustrating changes over time. Even if this is an additional challenge, procedural modeling can again help to deliver.
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